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ABSTRPACT

The Selective Reenlistment Bonus (SRB) program is designed to offer an

attractive reenlistment incentive to improve manning in critical skills. To ctlicientlv

manage the SRB program, a requirement exists to maintain MOS level estinating
factors for use in projecting retention rate improvement as a fiction of SRB award

level. This thesis formulates and solves a mathematical model which explains the
,% variation in zone A retention rates as a function of SRB award level and othcr factors

believed significant in the reenlistment decision.

To allow for comparison of the estimating factors associated with the SR1
variable across MOS, an overall projection model was developed. Stepwise multitqe

V linear regression analysis techniques were used on a subset of the enlisted I OS

inventory in the model development phase of this analysis. The proposed overall

model was then fitted to a second subset of" MOS to validate the assumptions and

efectiveness of the proposed linear model. . ,
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1. INTRODUCTION

The Conmnander, United States Army Nilitary Personnel Center

(NIL II RCEN), is responsible for developing and issuing policies, standards and

procedures in the administration of the Selective Rcenlistment Bonus (SRB) program.

The SRB program is designed to ofltr an attractive rcenlistment incentive to improve

mannin- in the most critical skills. A primary consideration in the management of the

SRB program is the historic effectiveness of an SRB in improving retention in a

particular skill. In this study, the problem of measuring the historic effectiveness of the

SRB program is modelled and solved using stepwise and ordinary least squares multiple

linear regression analyqs.

A. PlROBLEN1 SIVENIENT

The Conmander, MILIPERCLN must recommend to the Deputy Chief of Staff

for Personnel (1DCSPER) those NI ilitarv Occupational Specialties (NIOS) which shuld

be included in the SRB program. 'I he criteria used to determine which NIOS should be

included in the SRB program are outlined in the 'orm of several guidelines (specificall>,

Title 37 United States Code, section 308, Department of Decnse (l))D' l)irective

1304.21 and DO ) Directive 1304.22). Some criteria, such as replacement training
costs. are easily quantified. Other criteria, such as the rclative uncract',cwss of each

IMOS compared to other military and civilian skills, are much more sIibiective.

One criterion upon which the decision to include a particular NIOS in the SRB

program is based is the projccted improvement in retention in response to the bonus

awarded. There must be a reasonable prospect of enough improvement in retention to

justify the projected cost of the bonus. Therefore, a requirement exists to maintainl.

estimating fhictors for use in projecting retention rate improvement as a function of

SIB award level. )O1) diiects that these factors be developed from actual experience

under the SRB program.
ihe iniprovement factors currently available are outdated and were dcveloped

1.without consideration to certain variables believed critical to an aCClrate projection (,f

retention at the NI()S level.

9.r,.
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B. BACKGROUND

In September 19S1, the DCSPER requested that the Coninander, United States
Army Concepts Analysis Agency (CAA) establish a study group to dcvelop an
improved methodology lor allocation or SR11 funds. An intermediate goal of the study
group was to quantify th, effect of SRB on retention; that is, develop a set of
historically based improvement factors. These f'actors were to repl.Ace similar
improvement factors published by the Rand Corporation in September 1977 JRCf. 11.
The DCSPER suggested that the Rand Iactors were no longer valid, in light of more
recent trends in retention, pay and civilian perception of' militan service.

In August 1982. the study was completed by CAA. Included in their final report
[Ref' 21 were a set of MOS and reenlistment zone specific SRB effectiveness factors.
These factors were said to represent the net change in retention rate for a civen .IO()S
brought on by a change in the SRB authorized that IOS. The liactors were actuaflv
the estimated regression coefficients of the carrier variable SRB in the multiple iiiear
regression model used to explain retention rate behavior for all NIOS during the

previous five years. The specific model fllows:

Y =Po + Pl + 2x+ I03X3 + 04 X3
2  (1.1)

, 5N3 + Z + a-,Z 2 + C

N where:
Y = retention rate

XI = SRB multiplier

X -, year

3  calender quarter

-. = unemployment rate

Z.= Consumer Price Index
c = error component with assumed distribution \( 0, a2

While the study group cautioned aeainst usine the retention inlprovcmcnt fictor,
(estimated regression cocllicient b ) fur lon ger than two years, no provisions were
made for the period:c re-estimation of' those coeillcicnts. lI lcnce, the current set of

coefficients are a function of data which are at lcast five \ears old. Additionall, whille
diacnostics From the CAA model support a rcasonalv good fit to the data availah[e.

~110

I%



no attempt was made by the CAA analysts to account for the effects of factors such as

population demographics and promotion opportunity.

The Deputy Chief of Staff for Plans kDCSPILANS), MIlIPERCEN submitted this

problem, with the below stated objectives, to the Naval Postgraduate School, pursuant

to a special thesis study i management program. Under this program, a participating

Army student works with NIlLPERCEN to resolve a current problem and receivels a

follow-on assignment to the Personnel Center upon graduation. All research costs and

other costs associated with thesis preparation are borne by Nl 1 LPURCEN.

C. STUDY OBJECTIVE

The objective of this study is to formulate a mathematical model which explans

the variation in zone A enlisted retention rates over time at the NIOS level of detail.

Variables representing promotion opportunity to radc E5 and E6 and a varialibe

representing SIRB award level are to bne considered as candidate explanatory variables,

I). MODEL AND SOLUTION APPROACI

The mathematical lformulation proposed in this study is an ordinary least squares

multiple linear regression model with higher order terms. It is our intention to

carefully select our dependent and independent variables so that the model can be used
in a predictive manner: given a set of outcomes on the explanator, variables, we wish

to predict an cutcome on our selected response variable with a measurcable degree of
precision.

Our objective is to build a model which can predict zone A retention at the MOS
level. It is likely therefore, that if each .lOS subpopulation were studied

u:kdcpctidnt l., the carrier variables included in the final model (selected by some

)I': f rulcs} would not be identical for each 'IOS. This situation, lor our

v.-rp c,, I" not acceptable.

1 hc intentions of our user dictate that we select a best model and apply it for all

N It)S. A has already been mentioned, the SRB managers have used the estimated

co)ellicicct of the carrier variable SRB (we refer to this estimate henceforth simpl- as

(I ) to rthe effcts on retention or varyig the S B level across several, or ecn

'all. NM OS. Ni o tcleer And lukey [Ref. 3: pp. 315-S31j warn that the coeflicient of' a
carrier is very dependent on it's costock. In our case, we will attempt to construct a

mode so tht the carrier variable representing SRB is unrclat,:d to anv xariablc iM the
costock. lhe interpretation of the cstimatcd coellicicnt as 1he, (J'cI , NB RI e'!
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cha:Igitig .vhie oSt,,, A -. 'w:r tI ; a," C i s iO en reasonable at the , OS

level. For comparisons to he nii,,dc arcs, !iitl':cri \l( )'" towver. we must use the

same model lor all IOS. \Vhile suLIh a , iL t,0 a ppr,,ch has the disadvantage of

suboptimi/ing our prt 'Iction ca pa hflit, at , \I( )s lc' cl, it has the large advantage of

permitting a reasonabl% valid coifpar:,,;; , :Lc "lCt.ic cl"eCtivencss of SRB across a

group of MOS.

From the perspective of the user, the overall model approach ofkhrs two other

distinct advantages. First, it oflrs siniplicity. The managers who will be responsible

to implement and maintain this model are not operations analysts and will resist

integrating a complicated model , procedure into an already busy schedule. Second, an

overall model offers credibility. It would be very difcult to explain to non-analysts

why a particular carrier, say Consumer Price Index, is pertinent to the reenlistment
LIdecision of a soldier in one NIOS, but not in another.

An outline of the steps included in our modelling and solution approach fbllows.

It is consistent with a methodology reconmmended by Draper and Smith IRef -1: p.
414.1.

1 Define the problem. Select a response variable. Suggest relevant carrier
variables.

2 Can we obtain a complete set of observations on all specified carrier variables
and the selected icsponse variable? If not, return to step (I). Otherwise,
continuc.

3 Establish model Eoals. Consider the minimum, maximum number of included
carrier variables Uesired and determine the desired level of statistical sienificance
for the estimated coefficients of each.

4 Construct a correlation matrix. Guard against including carriers which are highly
correlated.

5 Conduct independent multiple linear stepwise regression analysis for each NIOS
included in the study. I'ixamine the rcsiduals for suppbrt of the model
assumptions. Are the riodels adequate? If' not, return to step (1). Otherwise,
continue.

0 Propose an overall linear regression model.

7 Conduct ordinary least-sqiuares multiple linear regression analysis for each MOS
included In thi6 study. Ixaminc the residuaIs for supp6rt of the model
assumptions. Is the fiodel adcquate? If not, return to step (6). Otherwise,

* -continue.

S Are the coefficients reasonable? Is the model plausible? Is the equation usable?
'If not, return to step (I) or a as appropriatc.

. '

.. . . . . . . . ...4. , . . . . . . . .
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I NII IAL A.\SSL.NI P'IONS

Sonc further assumptions should be addressed. We assume that an individual's

propensity to reenlist is a Function of many variables, both personal and

environmcntal. We assume that it is possible to formulate a mathematical model

which estintes the propensity of individuals to reenlist at the %1OS level. While this

assumption is driven by a user requirement for an \IOS level model, it is not an

unreasonable one. The assumption implies that individuals in the same MOS behave

similarly with respect to the factors which affect their reenlistment decision. It also

allows that soldiers in difI'erent MOS may have different pcrceptions of the

environment in which they make their reenlistment decision. These implications can be

justified with respect to the Enlisted Personnel Mlanageient System (liP\IS l The

duties and training required of each MOS are associated with different civilian skills.

Also. the c..eneral qualifications and skills of the MOS subpopulations are sortcl at

enlistment. For example. the mean Armed Forces Qualification Test (.\I QI) ;core for

one .\lOS is not the same, nor is it intended to be the same, as any other M OS. IPMIS

establishes the MOS as the basic unit of personnel inventorn rnanacenent. It is not

only the required level, but also the logical level at which to conduct this study.

We must also assume for the purposes of this study that EPNIS remains

relatively stable. Further, we assume that the socio-economic environment in which

the soldier makes a reenlistment decision is stable (within the norms established in the

historic scope of this study).

I:. TIIESIS OUTLINE"

This thesis fbrmulates and develops a mathcmatical model which explains the

variation n zone A retention at the MOS level. In Chapter II, a brief overview of tlic

SRB program is presented. In Chapter III, the assumptions and analysis leading to the

development of an overall model are explained. In Chapter IV, the results of littine

the proposed overall model to the available data are presented and discussed. Finally,

Chapter V includes the conclusions and recommendations of this study.

G. PROGRAMMING LANGUAGES ANI) STATISTICAL PACKAGES.

All programming associated with data collection and maii lution ',' as

completed uIne F)OIRTIRAN 77 code. All data analvsis and most graphics wcrC

cornplctcd tsirig the S.\S, version V, statistical packagce. These choices were made with

respect to the current capabilities and assets of the Military Personnel (enter.

13



1!. THE SELECTIVE REENLISTMENT BONUS PROGRAM

This Chapter presents a brief overview of the Selective Reenlistment Bonus

(SRB) program. Criteria for including MOS in the program are outlined, as are the

eligibility requirements and payment procedures, Finally, the budget history of the

program is graphically summarized.

A. TIlE OBJECTIVF

The Selective Reenlistment Bonus program is designed to offer an attractive

reenlistment incentive to improve manning in critical military specialties.

B. CRITERIA FOR INCLUDING MOS IN TIlE SRB PROGRAM

As has been previously noted, there are many criteria considered before

including, or excluding an MOS fron the SRB program. Among these f"actors are:

I a comparison of career manning requirements with projected inventory,

2 the cost of fbrmal school training for replacement personnel,

3 the expected increase in retention as a result ofinclusien in the SIB program.

4 the priority of MOS in terms of it's essetialitY to the Army mission,

5 the inherent unattractiveness of the MOS with respect to other miitary and
civilian occupations.

C. ZONES OF ELIGIBILITY

There are three zones of individual SRB eligibility. They are:

1 zone A, 'which applies to those service membners who have completed at least 21
months of continuous active duty but not more than 6 years of active duty on
the day of'reenlistmnrt.

2 zone B, which applies to those service members who have completed at least 6
but no more than 10 years of'active duty on the day of'recnlistment.

3 zone C, which applies to those service members who have completed at least 10
but no more than 14 years of active duty on the day of rccnlistmrient.

D. TIIF AMOUNT OF BONUS ANI) MIII 101) O PAYMIENT

1. Amount of Bons.7

The reenlistment bonus to which a service member is entitled upon

reenlistment is computed as follows:

[4



SRB = (monthly base pay) x (years of additional obligated service) (2.1)

x (SRB level)

where the SRB multiplier can assume values of 0. 1, 2, 3, 4. or 5. No more than one

SRB is authorized per soldier per zone. No SRB can exceed S20,000.00.

I2..llethod of PAnment

Upon qualification for award of an SRIB a service member receives 50"' of

the authorized SRB on the day of reenlistment, and the balance in equal annual

installments on the anniversary of the reenlistment during the reenlistment contract

period.

F. INDIVII 'Al, ELIGIBI LITY CIRITERIA FOR ENI,STID SIVRVIC F

\I I"\13 1:Rs.

lhe indiidual eliiibility cliteria for service membcrs is as prescribed in .\rnv

Reguiation, tAR) 600-200t and AR 6 1-2,O.

F. PAYM E:NT LXPiIRI ENCE

As is indicated above, the amount of the SRB award to which an individual is

entitled is a function of three factors: SRB award level, individual monthly base ai.

and years of additional obliated service incurred as a result of the contract. The two

following graphics are included to provide the reader with a feel For the scope of the

problem. At Figure 2.1, the horizontal axis lists fiscal years while the vertical axis is

scaled to measure the total number of zone A SRB takers for each year. At l:iure 2.2.

the horizontal axis again represents fiscal years. but the vertical axis represents the

total zone A SRB exipenditures for each year. We note that both bonus takers and
expenditures were at a low point in FYS3. We note also that while the total numbcr of

zone \ bonus takers has increased over the last 2 years, the total expenditures have

not. The underlying cause of this trend is that, in general, reenlistment bonuses are

available to more eligible soldiers, but at a lower level.

15
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45Y II11. MIODEL FORMUILLATION

II T1111 ('1 hli ter. the assu1Mptions and analy sis leading to the development of' ani

o eral nIiudel are cxr phined. i rst, the basic multiple linear regression model is

proposed ;n inatii\ notation. Then a response variable and a set of candidatc carrier

\ ariables a re suese.A samipling period is defined for use in estimating- paramecters

ass ociated wvith the proposed variables. The problems encountered in data collection
anddat prpaatin ae Isued The results of independent stepwise reg~ressio

a111'Na\ il each of"lI Theicluded NIOS are explained. IFinally. an overall multiple linecar

reuression model is proposed.

'A. P1,WP()SIl) LINLAR MODEL, IN MATRIX l:OR.MV

III this thesis. we assume that there exists a relationship between the propensityV

oC a soldier to reenlist and that soldier s pece ption. of' the environment. A reliable

* -* method of analysis to examine the nature of the relationship betweenI oiur proposed

response variable (somc measure of' retention rate) and our candidate carrier variables

(which will attempt to account for changes in the makeup or env1-irnment of' the
recrnlistnient (decision-maker) is the method of least squares, or regression analysis.

IEsing this method of' analysis, we will attempt to Fit the f'ollowing mnultiple linear

rcgressioni model to the data we collect for each NIOS:

N, = Xfl + r (3.1)

where:

Y is an (ni x 1) vector of observations onl the selected response variable

X is an (n x p) matrix of observations onl the seleced carrier variables

PIs a (p) x I ) vector of' paramecters to be estimated

F is an (n x 1) vector of errors assumeIId to h~ave the distributionl G

it is shown lRef* -1: pp. S6-S7j that fl VX NIs noni-sin ular, the least Urc

estimiate of, P, call It ), Canl be writteni as:



b = (X'X)'Ix'Y (3.2'

with variance-covariance matrix (X'X)'IY 2 . Thus, the variance associated with

estimating any particular cocfficient is given by:

V(bi) = cii 2  (3.3)

where cii is the diagonal element in (X'X) " 1 corresponding to ith variable. Further, a

prediction of Y at X0 is given by:

YO = b'Xo (3.4)

with variance given by:

V(Y 0 ) = X0'(X'X)' ( (3.5)

B. SELECTION OF TIlE RESPONSE VARIABLE
We have assumed that MOS subpopulations can be treated as discrete groups

with respect to their propensity to reenlist. Therefore, it Follows that if the variables

relevant to the reenlistment decision were known, and their levels could be fixed, or

considered fixed for a period of time, the reenlistment propensity of these discrete

groups could also be considered fixed. Let us assume that these propensities are

probabilities. Then, since a soldier either does (1) or does not (0) reenlist, over a

period of time we will observe outcomes on repeated bernoulli trials with "lixed

parameter p.

If we further assume these observations are independent, then we can use the

maximum likelihood estimator for parameter p ( = number of reenlistments observed

number of trials). I lence, one method For obtaining an estimate of the reenlistmcnt

propensity for a given MOS is to observe outcomes on the reenlistment decision Ibr a

period of- time short enough so that relevant conditions may be fixed or considcrcd

fixed, yet long cnough to obtain a sample si/c which will enable us to discern small

changes in the population parameter.
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The purpose of the SRB program, as stated in Chapter II, is to improve manning

in critical military specialties. An SRII can be considered effective in 2 ways. [irst, an

SRB can induce a soldier to reenlist for his own MOS, who may otherwise have left the

service. Second, it can induce a soldier to recnlist for his own MOS, who Inav

otherwise have reenlisted for training in another specialty. In conjuLInction with

program managers at NII.PIiRCEN, the following retention (vicd reclassification) rate

has been developed for use as the response variable in this study:

Y = retention rate = propensity of a soldier to reenlist for his own MOS.

It is estimated by:

A

Y = estimated retention rate = number of soldiers reenlisting for their own MOS

number of soldiers ehgible to do so.

1'. ,A
Obviously excluded from our estimator Y (not included in either numerator or

denominator expressions) are ser\.ice members who are not flhl elicible fur

c,."reenlictment at the decision point. An SRIB carnnot induce an otlerwise rii-:,'ilc

soldier to reenlist. Also excluded are reenlistments which occur outside the window of

Seliib ility (6 months for first term soldiers. 3 months otherwise) d all cx ten si os.

These actions, while not independent of the efIccts of the SRB program. occUr fOr

exceptional reasons unrelated to the SRB avard level. Soldiers who recnlist, but

reclassli\' In Conjunction with reenlistment, are not counted in the numerator of our

estimator, but are included in the denominator.

Retention data is available at the individual soldier level on mass storage at

M ILPERCN. lowever. owing to significant changes in the manner in which these

data were recorded prior to liscal ycar 19SI, carlier data are not rcadily a ailable. .\

nrimgnctic tape, containing information pertinent to the reCnlistmcnt or separation or

soldiers during the period I Oct 81 throug-h 3) Sep S5, was provided 1by MIITRCTN

to support this study. Excluded from this tape were transactions concerning scrvice

niemnbers outside of the three SRB /ones, or who otherwise fcll into an excluLed

category as described in the previous paragraph. In all, more than lI)t)) individual

rccords were included in the file.

2')
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C. SiIE(Y[ION OF Ti IC(ARRIEFR V.ARIALES

1. SRI] LeIVe

SRB level. is the carrier variable of' interest in this studyI. It existS at One Of 6

discrete levels for all NIOS. For all zones, ait all times. These levels are 0, I. 2 .

and 5. Record of' the SRB3 history For each MOS is riot currently available in machine

readlable formn, but hardcopy records were made available by the NIl LITM(1 N

program managers dating back to 1974.

2. Edocgcnous Vaiihies

The endogerious variables, for thc purposes of- this Study. are those variab-les

which provide inf'ormation on the demographic composition of- the discrete groups),

themselves. For each record contoined on the data tape providcd by NlI 1 ([N

the Following demogtrapic data are rccordcd:

I AIPQT score.

2 civili1an eduIcation1 level,

-~sex,

4nmber of dependents,

Srace.

It IS our ineto nrecording these data, to construct varialcs wi ch m be

IIinltIde~d inl the overall regreso model to control For the eflkcts of populationl

dylnics.

1., nctlplovmnrt rate is inluded aS a sUttistic wMIch IS viibl to tile

recinlistrmnt dccision-malkcr and ma iv represecnt onie quanltitativc me1aslure of' tile

soldier',, c,;rccr a i erna to.es. ili is data Is rcadilv as ai ale In tI e 1. phi'mwi w:11

l'our~ies AoInlv, publishced by t hc liircztu of' I 11bor Statist ics 1II.S. 1 hle data is;

uimari/cd by occi ipationol classification and recion. SIice mlost Arni1v skils do not

readil'; f".l1 Into any of the Bl'S classifications, our statistic, of chioice is the seasonlalicd

aLere, zate tinemiplovnmiet rate.

Con stmer Price Index (Tl ), as a measuire of' the change in the spendimi gl

power u,' the soldier, is also considered a vitall Statistic. Data is acain avalale on a1

Tinmnthlv baI in 1 the0' s publishdk (VC)Pj'/ R' ' il e statistc mlost ides anlt

for our tc's is thle se oalic tatistic f'or All urbanl conIsumters.

Paw s(.tciI ince are believed to be ait least ats imorlinta C P1 Conlsidecred

with~ (1.an)Ca s tire of t he rea hAtiM1C inl aI soldier's Ptirclmsinl power canl be den 5 ed.



Promotion opportunlitV to pay grades F5 and 116 is considcred verv important.
Variables which account for the chiange In promotion opportunity at thc MIOS lcee

were of specific concern to the NillJTRCl-N program maniagers. Our problcin here

however. is to identify. a mecasure visible to the reenlistmecnt decision-maker and l'br

which a reliable historic record exists. The monthly published promotion cut-oflf scores
were an immediate choice as anl explicit and simple indicator of relative promoiioni

opporttinity, but MlLI PERCEN promotion program managers have malitained no

data older than 2 years. As an alternative, it was decided to include a statistic -rpoitcd

on the monthly Ix:SPER 411, Enlisted Strength Report, available on microi(ic ouR%.

The statistic, mneanz tilne in service at promotion for tiiose prl-iutcd Il11" /cjrv'i 2

ttouwts, reports a 12 monith promotion moving point average for both cia 2 a the

VIOS level. This statistic is included, as it is believed that a soldier mai;I

reen-listment decision is sensitive to the efflects changes in promotion po~l c% ha 'ceona : !tc

careers, of those around hiim.

D. SE1ELOI ON O F A SAMPLITE 1)ELR10 )

A\s hias been mentioned, our data collection caipability is limited to the Five FiscalI

cears fromi [VS through FY85. A chiangeT In tile mnanner. "I which loss d'ata \a

recorded precIldes our obtaining reliable data on earlier records.

Inasmu1.ch as we plan to observe outcomecs onl the reenII~lent dcision1 oveCr aI

period of' time during which the levels Of' the inde~pen~dent vari-abIes incIluded i1 oar

reeression miodel are considered FiXed, We nitList decide upon01 a samIple pcriod. VI
imediately attractive alternative is the fiscal quarter for several reas ons. fIr1st, the

S1(1 prograim is i1anaEed InI aCcOrdancI(e With a qtiartcrly cycle. Second, several1 (IC our
klltol (such as the promotion statistics) arc reported at q uartcr-%livitervals. i hi r,,

se\ eral Of' our1 data (such as CI) areC mluch more1- stabl at the quaurter level.

Anal\ is waS condticted to determine the appropriate sample'I si/e Of' elicibleS

required to enIsure thalt a reliable base of NIOS and zone spcifilc retention rate

es tuna tes was Obtained. Spec i FCallv, WC wish our Sample size to be large-, eniounei So

that 90". of' the timec our estimate Y IS withl 10" lO f' thle trueI pmra meter Y. 'I lie;i

usMTit a appro Xinmate ) ' conFildece~ Interval foIr for the BCernoul1li pa raiineter Y

~Rf5: pp. 39.4-1951, We canl compute the 111niuuNuaM nuuimubr of' obsecrvationk 1. n.,
rqiedto atsyour requiremen1CIt. I ea-proia;ite fl confidence intcrsu Lhcalb

.ritteii as:

P1'Y - 1 .045(Y I ~ -Y) Y4 (I -Y 1 n)

% ow
'Ail



The varince of' the estimiate is uiaxvuiedi wvith Y = 05

P(.5 -l.645(.25 11)l, Y < .5 + 1.645(.25 nl) 1 )= .9()

A
We see that to be 90? o confident that our estimate Y is within 10? , a o tile true

plaramieter Y, it must be true that:

1.645(25T'n 2, < .10

Solving the above equation for ni, we find that:

n > OS

We next require each NIOS included in our analysis to have at least (OS ione A

reenllistment outcomes per quarter for no fewer than 1-4 of' the 20 quarters of' d~lt;.

avadable,11. We wvill re fcr to such NIOS as hihdensity. InI addition we- require t -ai c

NIOS be iithlorized I;at'o the end of' FY85 and that it have an atctive SIRB histor,.: il

our period of' studv. That is, there must be at least one chancge ;in SR1B level duriuc the

data period. When these requirements are imposed, the numher of' NOS Iilude d III

our analysis is reduced fromn an Initial 374 to 2-4. These .\OS are listed )in Tale 1.

Consider the SRB budget history sLurmarized at VLyure 2.2. While the iumbcr

of' NOS Included InI our analysis represents only 6.4?0 of' the total NIOS InI the

IinventoryV, during the 5 -year period of our study, 'these 24 NIOS accounted For oser

iV of' the 7one A reenlistments and over 60"; Of thle total 70one A bonus.1 hUdLeCt

outlays. With these 1fh'cts inI mind, we will pursue our development of' a zon)e A

rctentioni model using' only the 24 ighL denIsity' NI OS. In doing1,- so, wve make the

f'uilowinge obs ervatios

1 The developed model should be accurate For the 24 high density MIOS.

2 I mi smuch as the modcl will accokint fOr over 34' of' the total zonec A
recnilistmcn tts Inl the A\rmy, it IN(is % rikely to be rca sonably accurate for thei
moderate deni , tv NI OS in the Iin e tory. (A moderatrely den ~e NI ( S is one f 1'01
which at least I17, hut leSs thant 6'S, Utloes -Ier qjuarter can be observed lor- to
I cwer than 14 of the 20) quarters ol1 da!ta Itvalilble 'or our study. [Ihe requLiremenC~t
f'or I7 observationllows uIO S Ll 90 confidence that our estiator is\ ,Itimi 2()-,
,,f thle truel rctc;itin raite. Y.) All app lication of' thle developedl modcl to those
NI OS WIll nlot 6e unljL ustilied.

I t max) nh e I-osilMC to aIdet Ilin clx lcrreclnt thle retenitionl behlavior of- "II lo
dcluitv %I( )S with an ovrall iink I c. B%. ticir niature. thley- arc nMIa itCk
CVe'"lioi ll1" I heCir cr(u pereI [otll of thle f tctors \vhICll affectthi

rccti'tiuntdecsvi wlot li esmlrt Hnit of, am. other NI( S 1-n 11
I Its ti crou thesec low diits NOS. crcating mtiiicia hichd detiiy v np

11,,. is j, i,i_ beenci done In Iteser ' I stldles; b1% botlt CA\A mid Randl ( orpot on1~l
1inIc!h oW ug those pre% touLSly referci ICed), muLst' be well dOCL1aICented Mnd cotJ 0t rolle.

2.1
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TA BL E I

NIOS INCLUI)D l>KTHIS A\NALYSIS

NOOS 1TITL E

IH I leavy AniamrWeaponInaty n

12'13 Combat Emmiecr

12 (7 Bridae Crewmani

13 B Cannon Crexwmem-ber

131F Cannon Fire IDirection Control Specialist

IS, F [irc Supp'ort Specialist

I (R ADA; Short Rariue Gunnery- Crew Memiber

*16S MANPADS Crewmember

*191) Cavalry Scout

19E N14S-\160) Armor Crcwmeniher

3 1 M \Iultichainel Cormma Equip Operator

I I V Tactical Commo Equip) Operator

51IB Carpentry , Nasonry Specialist

F4 NBC SpeciAlist

6313 I'iueht Whcl VeL cdc Mechanic

63,11 T[rack Vehic Repairer

6 3N MOQA I,A3 Tank System Mechanic

63T Bradley [VS Mfechanic

63W Wheel Vehicle Repairer

72G Telecommunications Ceniter Operator

70W Petroleum Supply Specialist

S2C Field ;\rtillery Sur- vor

24
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It is acknowledeed here that our approach to the sample size problem is vcrv

conservative. We will show in Chapter IV, that actual results From applying our

proposed linear model to available data for high density MOS, can yield 9 0("o

confidence inter\als which are considerably shorter than ( +,f-)10%.

E. DAT.A PREPARATION

The zone A SRB lcvcl in effect for each MOS and for each quarter is included in

the candidate carrier variable data set (as variable SR3) without modification. An

additional variable, SRBSQ SRl32 ) is also included to account for the possi-le

nonlinear eflects of the SPB program on retention.

The FORTR-AN code which was used to develop retention rates (response

variable RIIUP) and other rates associated with the endogenous variable set is includcd

at Appendix A. The retention rate algorithm is straightforward and consistent with th ,

rules set forth in section B of this Chapter. The endogenous carrier variablcs arc

defined for each of the 2-4 NIOS and for each of the 20 quarters as follows:

I AFQT : eligible population scoring less than 50 on the AFQT : total eligible.

2 CIVEI) :eligible population completing at least 12 years of formal education
total eligible7

3 SEX : eligible f'emales ' total eligible.

4 DEP • eligible population with more than 2 dependents / total eligibles,

5 RACE : eligible non-caucasians ' total eligible.

Initial demographic rate definitions were suggested by retention program ritna it-l

NILPERCEN. The final definitions reported above were developed throug-h t-Ial

and error process. These definitions were found to provide the most menin, ul

description of'an eligible population.

A 'ariable named REIAL was constructed as a linear comoination of' the C (I and

the annual pay raise received by the service member. Speeiiicailv.

REAL = 2, pay raise - CPI. The variable was considered as a carrier bccausc we

foLund that it adequately accounted for the changes in the soldier's purchasilng power,

while consuming one fewer model degrees of freedom.

The 1:5 and I:6 promotion opportunity variables included in the candidate carrier

variablc set wCre cn,.tructcd as follows:

1 ,I5 S1IS2 : mean time in ervie (-IS at promotion to rcide I'; for those
promcdtcd in thC previou 12 nmnths ( ',If)S eve m can IS at promotion to
jrade I5S for thos e prolmoted iII the previous 12 i onths (Army le cl).

2 I(, 1iST2 : mn F I [IS :t promotion to trade L:6 lor those promoted in the
OUS 12 ;nrnths (\l()S lmvcl m n s IS.at promotion to -rtde 1, lor

Thosc promttcd in the prcsions 12 months (Army level).
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, , We expect to find that E5 and E6 promotion opportunitvy (here, measured relative to

an Army avera ge) are effective retention incentives. 1 hat is, as the relative opportunilt

for promotion in a particular 7\OS is enhanced, so should the retcntion rate be

enhanced, given the levels of all other factors are unchanged.

The seasonally adjusted unemployment rate (UNIMPLY) is included in the

candidate variable set without modification.

Our earliest analysis of the data provided by MILPERCEN indicates the

existance of a strong seasonal trend in retention. Figure 3.1 graphically depicts this

trend. The solid line represents the aggregate estimated retention rate for all .IOS

which were not included in the SRB program during our period of analysis. The

broken line represents the aggregate estimated retention rate for all MOS which were

included in the SRB program during our period of analysis.

Three observations can immediately be made. First, the aggregate trends a:e

very similar. Second. despite the inducement of a bonus, MOS included in the SRB

program tend to have lower rates of retention than those not included. Third. and

most importantly, it is evident that we could capture a good deal of the seasonality by

including tle variables QTR (representing the actual fiscal quarter associated with each

data point and taking on values 1, 2, 3 or 4) and QTRSQ ( QTR 2 ) in the candidate

variable data set. A variable or set of variables which accurately accounts for an ellect

such as seasonality is preferred to an explicit representation of the cause when, such as
in our case, the result is a larae reduction in model degrees of freedom.

. THE STEPWISE REGRESSION MODEL

Stepwise regression is a method of building a multiple linear regression model

using only the best independent carrier variables. In stepwise regression. we first

construct a first order linear reeression model using only that independent variable

which is most highly correlated with the designated response variable. We check the

results of an overall F-test to determine if our regression is significant at soic

pre-sclected level. If not, we discontinue our analysis and select = Y as our best

predictor. Otherwise, we retain that initial variable in our model and search for a

second significant carrier ,ariable to enter the reression. The partial correlations of

each of the rCnaining candidate carrier variables with the response variable arc

examined and the variable with the liiglhest partial correlation is added to the

sregresion. TIhe partial l:-statistics of erich carrier variable included in the model are
, 2

. '26
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An example of an input data set lbr NIOS 63B is at Appendix C. Note that

variables SRBSQ and QTRSQ do not appear, as they are constructed in the modclling

process. An example of the output from a SAS STEPWISE procedure is at Appendix

D. Precise instructions for interpreting this output are contained in IRef. 61 and

lRef. 7: pp. 761-7741. The SAS commands which were used to generate this output are

included in Appendix G.

G. RESULTS OF TIlE STEPWISE ANALYSIS

We sumnarize the results of our stepwise analysis in three ways. Flirst, we

examine the results of each regression to determine which carrier variables had

*estimated regression coellicients which were. reasonably and consistently signed and

significant at the .15 acceptance level most often. Then, as a measure of the total

variation in retention rate explained by our model, we examine the R2 statistic lbr all

IMOS included in our analysis. Finally as a measure of goodness of- lit, we exainelic

Mallews Cp statistic for all %IOS included in our analysis. After we ha\e proposed

and applied an overall model, a more detailed analysis of model residuals is presented

in Chaptr IV.

1. Significant Carriers

In Table 2, each candidate carrier variable is listed. The pair SRB" ' SIR13SQ::

and the pair Q IR. QIRSQ:" are also included and will be used to record tie e~erit

that both carriers were considered signilicant for a particular NIOS. For exampic, if

SRB and SRBSQ are both included for some NIOS, an observation will not be recorded

for the carriers S, B and SRBSQ. Instead an observation will be recorded lar hoth

SRB* and SRBSQ*. Observations for SRB and SRBSQ (or QTR and QTIRSQ arc

recorded only when they are un-paired. An observation for any candidate variable is

recorded when the variable has been included included in the stepwisc model at the .15

level of significance. The manner of record chosen ( + / - ) indicates the sign of the

estimated coclicient.

We note in Table 2 that the SRB* / SRBSQ' pair is not olten signilicant while

the QIR':= , QTRSQ* pair is. I lowever, we also note that the variables SRIB or

SRIISQ, or their pair, are considered sienilicant in 17 o" the 24 individual models

examined. Other variables which appear to be excellent carner candidates ale R\('I-,

I)EP and REAL.
V.,

28

1-



TABLE 2

SIGNIFICANCE OF CARRIERS (STEPWISE PROCEDURE)
(0.15 SIGNIFI(ANCE LEVEL)

CARRIER RESULTS

SRB + + + + + + + + + + +

SRBSQ + + +

SRB* +

SRBSQ* -

QTR -

QTRSQ - - -

QTR* + + + + - + + + +

QTRSQ* - --

RACE + + + + + + + +

DEP + - .+ + + + + + + + +

EDUCATE -- + - + - +-

AFQT + + + -

E5TEST2 + + + + - -

E6TEST2 + + + -

UNEMPLY + + + +

REAL + + + - + . + + + + +

2. The¢ R- ,Slatimtic

A commonly accepted statistic for measuring the valuc of' a 1cercssiol

equation i- the R statistic. The R statistic actually ncasures the proportion o" total

variation about the mean, Y, which is accounted For by the regression. \We ave

cautious in usin, this statistic, because it can be made arbitrarily hi,.gh 1b addiine

difi'crcn t, albeit mca ninlcss carriers IRcf. 4: p.33[

With this caution in mind, the results of our R2 analsiv are sununa ried in

Tigure 3.2. The hori/ontal axis is groupcd into R2 bins of width0. I . whil c the \crtical

axis rcprescnts thC numbCr o occiiranccs.
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3. ii .Ala/low;s C,, StdtiSdjcIF

-\nother Popular statistic for mecasuring the goodness of fit for a proposed

model is the Cp statistic developed by C. L. lallows [ReC 4: pp. 299, 3031. Ihe

expected value of the statistic is approximately the number of independent carriers

included in the regression model plus the intercept term (p). Extraordinarily high

values of the Cp statistic indicate that our model suffers considerably from lack of" fit:
that is. our residuals are composed of both random and systematic components. In

our analysis of the given data, we find that three of the proposed regression modcls

obtaincd via the stepwise procedure suffer fr'om lack of fit. They are the inodel

associated with the MOS listed in Table 3. We will pay particular attention to these

NIOS in attempting to lit an overall model.

i. TIlE PROPOSED OVERALL MODEL

The proposed overaHl model, based on the requirements of the studV and the

previous analysis, is as follows:

Y = + l + P)X2 + 03X 22 (3.(,

+ 34 A-3 + 05X4 + 06X5+ 

where:

*. Y = retention rate (as previously defined)
XI = SRI3

'X-2 = QTR

X3= RACE1
::Ax = l)ILI

S 5 = REAl.

= error component with assumed distribution N( 0, .2

and P is a vector oFthe parameters to he estimated.

Ai.
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TABLE 3

I I .\UK OF FIT MOD)ELS
FRO)N I t1i S I ILTWIVSE PROCEDU RE)

MOS Cp Statistic p

12B 47.25 3

:' 31M 36.76 4

51B 35.21 3

3

I
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IV. THE ZONE A RETENTION MNODEL

In this Chapter, ordinarxv least squares muIliple linear regression analysis is us~ed

.4 to fit the overall model proposed in Chapter II1 to the data available for the IriLh

denisitv MOS. The results of this analysis are di'Scusscd in terms of carrier sk-i ifcarIIc

* and the R(2 statistic. An examination of the residuals is performed to investicato

Stuspected model inadequacies. The model is then fit to data available for the moderate

density M OS. The results of' this analysis are briefly summarized and potential data

transfobrmiations are disCtIssd. A demonstration of the uses of' this moslel in- both a

precdictive and comparative mode is presented. F~inally alternatives for modelling low

density NIOS are suLecsted.

A\. TI 1- OVERA LL MODE'L ITTEI) TO IHIGH IIENSITY NIOS

The overall model, as proposed In the previouIs Chapter., IS as follows:

litfJ) + P\ + 1"X- + (43h

+~* +3 flX l(X

.5 \\here:

=I retention rate (as previously dehinedi

X, RACFL

D4 lLP

5 RLAL,

C error componenrt with ass umed distribution N( 0, G2

PJ~ a vct-or of the para meters to lbe estlimated.

!in i l n ordinri';, least ~qrrslinear reqresNi on analysis to our daita, wec
rcc~~iic tat e la'. N a~nteddeceesol reeom If) axaiable 1,0r each . 0''

"il "r4 wa o kjtrarcrl\ obsersat Ions oii thle responseC anld Carlrij variahles. ( )u r

-Ckl <d i rjIcs I dUl f )r tile ineret estimate. hi anld 0 lf' fo(r the prrpc

Li i i': 13 di kmr error. Wh'lile no0 har11d anld lIst rle)s C~isi ]')r the

-. . - -%-L .2 -L - . - . * .



optimal distribution of available df in the development of'a linear model, a good rule is
to keep the model degrees of freedom (in our case, 7) small relative to tile total

available degrees of freedom. This is a particularly good rule when the model dcrscs

of freedom are limited, as they are in our analysis.

The proposed overall model was fitted to the data available for the 24 high

density ".1OS. The SAS commands which were used to generate our output are
included at Appendix G. A copy of our output for example MOS 63B is at Appendix

Ie can easily summarize our results of this analysis in a manner similar to that

* used for our stepwise analysis in the previous Chapter. First, we examine the estimated

cocifcients of each carrier for each MOS to determine which were most ol10n

consistent and most often significant. We note that our results for the included cj:-:iCrs

may well ditI'cr from the results we obtained for those same carriers in our slcpvile

procedure. Despite our efforts to select candidaite carriers which were tmre!atcd. it iP

very possible that For a particular MOS. a carrier which was incduded .\l (). for

exampie in the stcpvise model served as a prox,. lRef'" 3: p. 3171 for some carrier vhih

was not included (say, DEP. Since DElI is included in the overail model, and AI QI

is no1t, it would not be surprising if' DF P were to su~ddenly] bCCo,,we sionificitnt at the I 1

level in our current analysis, even though it was rejected at that same level in our

stepwise analysis. This phenomenon is a consequence of our rcsolve to develop an

o'. erall model.
After our estimated coeflicient analysis, we will present an - statistic suinrr.

similar to that presented in Chapter l1I.

1. 5i,,tij?,:m' (arricrs

In lable 4. a summary of the results in terms of significant carriers uin-

ord!inarv least s Quares MlWtiple regression analysis is presented. The same definition)s

Pi [For QIR and (1IRSQ : apply as in Chapter III; that is, they- represent paired

observations on the variables QIR and QIRSQ. We notice that our results From this

Sinal~si s arc very simill-r to those sunimari/ed at Table 2 for the stepwise aial\sis for

all %ariablcs except REL. Previously, I.\L was sioriificant at the .11, acceptance

Ie'.el a total of IQ times. IN our current analysis, it is sinlicant IS tielics, or as ninnY

tilmcs as the variablc SRI3 is si enilicant.

.\t the individual M()S level, we can conpare our output or I NI()S 0,3 % 'in the

si cpwie prOceduIe (A ppendix I', Ln the output :eCcrlced when the oerall model va

S3-v



TA13L E 4
SIGNIFICANCE OF- CARRIERS (REGRESSION PROCEDE RE)

(0. 15 S IG NII[.:ICANCE LL7V ELI-

CARRIER RESULTS

S RB . . . . . . . .- + . . . . . . . . .

QTR-

QTRSQ -----

QTR' . . . . . . . . . . .. .

QTRSQ*

REAL .4 . . . . . . . . . . . . . . . .+

fitted (Appendix ["). We note that the cariers which wvere considered significant v]"I

the ctepwise anlafysis, and whlich were also Included inI the overall model, renrarnf

s In i licanit. C'arrier variables 1)11P a rid REAL, wh ichi were riot considerced signilficalit

via, the stepiwise pr-ocedure. are also niot significant at the .15 level In our current
anlalySIS, althouIE'l their estimated reernession coeffli1CintS Tre sine asepCe.'

lenleral eflct Of' 1.,ing an ovcrall model, vice anl M OS speCcific m~odel, InI thiS case is nlot

reT.'he R2 statistic has been redtuced from .93 to .S7, and the overall si-nificanlce

levecl of the regre-sion hais been slidhtly increased, owinig to a. sliglhtlv la rer erorlhOW

sqnar-e value.

Note that a crticl(al point made earlier in this this IS suppor11ted bx) our

current 1ni'ss [lie estinia te of' an indivsidnal regrecssion cofcienCITt is dependenit, in1

\aryingu degrees, onl it's costoc-k. Thie estimate b) I-I'll costock inicluding 1151 I I - 2

arnd t N I' %I PLY) '\ILI the StCpw %isC F)cednre)- i; 'valued Zit .25 5. WVithi 115 11 S]2 Mnd

1~NLI lT.Y rlesd, anld '&ith I-1, arnd REl* \,In~cludedl. tile estilmate 1 :s inCccxi'c

to .3()4. While thlis differ-nice may' seem i i ( a rd v% with res pect to the smnkird

error of- the ctlmi.te). It coiuld be a very signifi1canlt dliflerenelc 11' this cochilitcrit i',oc

ais aI point qItMIitC 01' the effctiveness, fli(.tor k ilscussecd earlier)

-I.'~~ 5 .



OBSERVATIONS

11 +

10 +

., I*

I6

i5

4

3+

S0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95
', 6R VALUE

' .'.(MIDPOINT OF BINS)

'i ( icicssion l'roLCdulc N ihl l)CnlSlty NIOS)
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2. I-Ile R2 Sfatisiw

II riinre -4. L. we note that our lowest observed R2 valuc is in tle .65 binl,

whereas in our stepwise umayat I irure 3. 2. it was in the .45 binl (ain improvemenclt

in thle distribution of' thle R- Kluc \\ e nlote 11SO that the n u.mlbcr of' ob-servations Inl

the .95 biln has been reuukcd fr-on -4 inl I iteure 3.2 to I Inl I-1ieo.re 4.1. We have

cxam.1ned a case inl the prc01OIS us ecton herin the R- value mioved from tile .95 bi-n

to thle .8i binl NIOS 631I1 . NI ( S IO(R P'; anl example- I of an NIOS which moved From the

.45 bin to the .765 bil inl our ra\l.

The actua'l differcicc in M P- values !'Or NIOS I16R is .60) - .-4S = .12. In1 the

stepwise Procedure. onls1)1 PI and QIR S( we-re imduded ajs sigenificant carriers (at the

15 level of, acceptalk) ne r\h ITnthe us erall mlodel \%,as fhited to the data avillable fur

NIOS 1 oR. tile other -1 carlrier, %.a:. Cswre nut tsieni icamit at the .15 acceptanl-c level.

b It!a were sine s wee- e: and sonl :%ic va rables, such as SR11.3 were sicnificaint at

Oniv sli ehtl1 s'i vhr c 1s.Ini. . c tf, R 2 statistic was Increased for this NIO0.

and teC SUM! o1f k1Uir~s due~ -,o rcziression was increased, the overall sinnil canice of tihe

re'-Iellonl Vi s s1,v ' rdacdb the inclusion of' the nusej ntcarrier termls.

F. LANI IX NA IN 01 R IIS I D tUALIS

Our residuail a'JIisassocLated with fitting the proposed overall model to the

data avillale for the 24 h ich, deni t v NI OS is summiarized in thle 4 graphics below.

The residuals of thle 24' MO( S weCre exained IIldepen~dentlV drn the analysis phase OF

tils stuldy, bu1t are here presented inl an aucrcate ma nner wvith enhanced effect.

InI conduIctli a res idual analysis, We aire examinlinu thle validity of' the mlodel

assumiptionls Concerning thle oblserved errors: that is, that tlare In dependent. have a

() mean. ha%--, a constant variance. and follOW a norm11al distribution,.\ At thle coTICici o

of' ouir anra]Nsi , is e should observe that either ouir mocdel assumptions appear to Ihe

s iclated or thle%. do not appear so. [Ref' 4: pp. 141-142].

I . Thre Irc/lzwurv Plot

Inl [:1iure 4.2, we present a horizonal bar chart of' the residuals. [horn1

- to -~ .3 inl hinls of wid-1 : l. Thfle distribtion of' these res;id Ua1S should apeair
s,\rmictrlc hclshaped), auld Centered onl 0. No (Contradiction to our

iior vialit% vioipjtion is evident here.

. . .. . . . . . .7



isoIIIteI '-I"tLie-.3.wprsna plot of' thle r-CSIduL~S verses thle fittedl values

assoclatedwich hem. e hopc to find no regu-lar pat tern in] Lt ic restid ua Is; thiat is. if'

-~our Ioe SSuIMPT~is are* correct, the distri-bution Of' thle reCsiduaIl' IS i1dependenit OF

Ytile f'itted va1lues. NO co011ndictlonl to tis assumption Is evident.

TIhe Plot aga:UAIn ime Se(/iw/ce

As in the plot against the f~itted values, we should observe no patterns of'

sienific ance InI thle plot of'residuals verses seqc ince of observation. lin liere 4.4. while

we note a tendenlcy foCr positise valued1. residul-1s aIssociated With obsecrvations () a iII

thev ar- not abnor-niallv low or high and no1 regla ptenIS areC d iscI2rnable.

4. ThI li' tri! Corr'/aion Pots

In iioiures 4.5 and 4.0, we test For la!-I a nd La- serial correliat(1

respect ively. I C our, ob~served errors atre p-air'.VIse unIcorrCLated. thlie a I'dCCII[v:'cJ a)!

co cirdijna te , sh ould be thle only discernable pattern. "lite I"I- ac--I h Isso

bM our sunicion that some seasoniali~ tVefle-,ts remain, eveni alter the atddiiior oii tl

Q[-R and Q IRSQ variables to our overall miodel. It is seen that our a~~Ai~ nc

:1ulf'ounde:d.

Wi th tI iese rcesults in hand, wec are precpared to aCCep-t ourI mvnda!Ii-

ass Smtosa esnbe The SA S Commnand s which wereC used to p-rod ace ;11 the:

pre\ ious residual graphtics are included at Appendix1 (G.

C. T1ll: O)VERALL. MODELL IF111) '1) \lOl)IIWIF DIINS1IT\\O

We now% have an opportunity to yenf% lvour proposed oscrall model A Iih a !

datla set. From am1-ongu the relmnalmn NIOS. wec ,Ceectcil () nocriedcaliIt. \I(), )S 1

wichLI weC ha1ve rCcor-d ofM an ct!\ e SRlB history unin thek iscalxar II1\1

1,01 these Ms{S acreC u-Izhercd in thle :amec niarner as for the 24 Ir!h '.ci':. l

[he r'roposed linear model waS fitted to these daita and the 1ei :(,I l

inde!pendent [ittinejs are- sumr Iedn the au-re'2,ite. as IhOlows:

-1he primlary1 carieir vaiheof in~terest. SRlU. continue" It,

C\ce1lc'it 0el(r :iae.In oir currencit aly Iit I" \~I, dIII'

III(-,: lk-'.cl In 2- ()1 111C l0tidrmedniymodels . TheI~ pr II>a

DI P cr nocnacd 1": 11 asI~~i~u s o~ten1 I I Ii



MIDPOINT
RESIDUAL RESIDUALS FREQ CU M. PERCENT CUM.4.

FREQ PERCENT

-0.22 1 1 0. 21 0. 21
-0.21 0 1 0.00 0.21
-0.20 1 2 0. 21 0. 42
-0.19 0 2 0. 00 0. 42
-0. 1 0 2 0. 00 0. 42
-0.17 1 3 0. 21 U. 63
-0.16 ** 4 7 0.83 .a6
-0.15 1 8 0. 21 1. 67

10. la 9 0. 21 1.83
-0.13 i 10 0. 2i 2. 0
-0.12 * 4 14 0.83 .
-0. 3 17 0. 6 3. 5
-0.20 **** 10 27 2.08 6)
-0.09 **** 10 37 2.08 7

0 -o. 2SK2.S 1
-0.07- 22.5. 7. 0
-0 . * 15 86 3. ]3 1.9
-0.5 CS*6 102 3.3 21 ,,
-0. 04 33 135 6.., 23, i
-0.03 16 151 3.33 23 .
-0. 02 ***** * 42 193 8. 75 40.21
-0. 01 **** 32 225 6.67 46.88

0. 00 4 45 270 9. 38 56. 25
0.01 ************* 33 303 6.88 63. 13
0. 02 * 23 326 4.79 67.92
0. 03 ******** 20 346 4. 17 72.08
0. 04 ******** 28 374 5.83 77.92
0. 05 ******** 20 394 4. 17 82.03
0. 06 * 19 413 3. 96 86. 04
0. 07 ***** 12 425 2.50 88. 54
0.08 **k*** 14 439 2.92 91.16
0. 09 *** 7 446 1.46 92. 92
0. 10 ' 11 457 2.29 95. 21
0. 11 ** 4 461 0.83 96. 14
0. 12 ** 5 466 1. 04 97. 08
0.13 1 467 0.21 97. 29
0. 14 1 468 0. 21 97. 50
0.15 *** 7 475 1.46 98.96
0.16 2 477 0.42 99.38
0.17 * 2 479 0. 42 99.79
0. 18 1 480 0. 21 100. 0
0. 19 0 d80 0. O 100. 0
0. 20 0 480 0. 00 100. O0
0.21 480 0. 00 100. C,0
0.22 0 480 0.00 100.00

10 20 30 40

i1 urc4.2 ,csijidui 6Ltr (;iph
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0.201

0.* * *

.: , 0.15 + *** * * ** *

" -'S* * * ** * *

-.0.10 r+ * ** ** *

*. * * ** * ** * * ***-0. 10

-0.20 5

S 0.00 -- - - --------------------

-0.05 +

-+ . . . . . . . . . * . . . . . . ** * *- -

-0.10 +* * **

.*•* *
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l~Jiguro 4.1 1ldaictils vs. littcd Values
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0.20+ 

0.15+ * * * *
*,

* * *

v v.l * * ** *

0. ** *1 *0

I* * .2 2*2

0. * * * * * * * * **

T* * * * * * *****

I ** ** * * ***** .* * *

L n-0.0 * * * * * * * * * * * * **

* *** *2* * * * *2 C
* * * * * * *2***

I 0 I

-0.05

-0.20 +

-0.25 +

1 3 5 7 9 11 13 15 17 19 ;

SEQUENCE ':

Fire 4.4 RI~CiLVIlS VS. "lime Sc(IlcnlcC
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(i)th RESIDUAL

-. O.20+

2 *

.15 + * * * I
* * 2

0.10 + ... .** *1 "
I• * * 4 ****

* .* 4 * 2* *

** 2. * * * ****
I • * * * * .k.* * 2*

0.05* ****** * *
** * * ** ***2*** ** *

**.****** * *2* *
i,,22* * ** ******* *.*** ** *

V. ***2** 2**2 . *
•** **** **2**2I *****2* *** *

"* *2* ** 4" *** 2

-0.05+
-o * *** 2*| *** ** *2 *

"--*-.5+* ** * *** ******
,-** **. * * * * *

* * * ** ** *

-0.10 + * * . ** *

4-0.15

S,., -0.20 +

-0.25

S+---------------------+-----------------------------
I"-0.25 -0.10 0.05 0.20

(i - 1)st RESIDUAL

l~igtlre 4.5 Residual lie,-I Serial Correlation
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4.

(i)th RESIDUAL

0. 15 ** *'•* * m

0¢'..lnt * * *1 * ~ ** * ** *

0.10-'
• * * 4* * * *

0.05 + W* *,** ** * *
* * * * ******* * *

O. 0 ... ... .. ... .. *- * *** ** ***-* .. . . .* --

0.00------------------- ------------
. ** **. *** ** . . *. *

0 ********* 1 5 *
* * *********** * .

-0.105 + * * *l* * * *)

-0.20 *

--------------- + ----------- --------------------------

-0.25 -0.10 0.05 0.20

(i - 4)th RESIDUAL

4
lUiure 4.6 Residual lag-4 Serial Correl-ation :

43i



respectively), but their estimated coellicicnts were consistentlv signed ahvay positic)

and were frequently significant at levels just above the 15 acceptance threshold.

OBSERVATIONS

14 +

12-***12 ****

8+

10+

2 +

0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85
R2 VALUE

(MIDPOINT OF BINS)

F:'iure4.7 Di'stribution of'R 2 V JIlIs

(Reg-rcss!I~i P'rocedure - "vioderatcel)ensity N1OS)

2. 77he R2 Statistic
At Fi1gure 4.7, the distribution of' R2 values, obtained from fitting the

proposed overall modcl to the data available for the 50 moderate density N10)S. I"

plotted, as previously, with a bar chart. 'I'wo points are worth noting with respect to

lig,-ure 4.7. l'irst, 'IS 11cUSmcd in termns of' the R 2 statistic, our proposed o crall modk:
continues to serve us well in explaining the variationi in retention rate through tile ;It

tll th 'VOS level. Seconld, the distribution of' observations Oil the 1,2 statistic fr

*** **

*** **V ***%
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moderate density NIOS seems to be more highly spread than the R2 distribution for

hi,h density NIOS. This phcnoninon is not unexpected when the smaller sample sizes

associated with the moderate density MOS are considered. If our proposed oxcrall

model is correct, the decreased level of' precision with which wc can measure outcomc';

on the response variable, Y, will cause a general increase in the variability of' the R.

statistic, and a general decrease in it's mean value.

Our error term c in the overall model actually accounts for the simultaneous

effect of' errors from several sources. The first, and most obvious source, is our

inability to know or measure all factors which are critical to the reenlistment dcision-

for all soldiers. A second significant source is our inability to measure the title

response variable, Y. Recall, we estimate the zone A retention rate of a particular

. lOS for a particular quarter with:

A
Y = number of'soldiers reenlisting lor their own NMOS ' number of soldiers elicibie..

to do so.

We have shown that the variance of tie estimatLe generally increases with decreasing

sample size. I lowever for a particular MOS, if' the general size of the sample can he

considercd stable in our period of study', then this measurement error is simply

absorbed in the error term . without effcct on the modelling assumptions. To the

extent that the IR2 statistic can be thought of as the ratio of the variation in the data

around Y explained by the regression, to total variation in the data around Y (wkhich

includes the variation accounted for by the error term), the decrease in the mean R2

outcome. and increase in variability, are expected f'or the lower density MOS. tRef. :
in. !3- ). ,-

.). IR,'.!Lv i(( 1 ,'Ialvsis

An extensive analysis of aggregate residual plots is not presented here because

The resulti are verv similar to the results we obtained when the overall model was lited 

to the data for high density N()S. One plot which is worth, of' note however, is the

plot of residuals vs. sequence of' observation at ligure 4.8. In our earlier analysis ()F

rcs',, ,,,ls 1or hi h dcisity .NIOS, we noted that residuals for quarters 6 and 1) a ppearcd

to he Wkcv. ci poitive. 'c note that For residuals associated With f'tting the ovcrall

tnodcl to data for the 50 moderate denity NIOS, this percei\cd skewing is not

a pparent. 'I iNs obscrvatjon lessens our concern that our error terin containis systenMidtic
*and>+ hia+irne ccm:noneots. ,,

45
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0.54

,0.3
S* *

0.3+ *
* *

E 0.1 +
jr* ******* * * * ** . * * **

.'f * ** * ***** * * . *. **

U 0.0 ---- --------
L * * * * * * * * * * * * * * * * * *

-0.1 + * * * * * * * * * * * * * * * * * * * *

-,* **-0.2* ** * * ** * * * **** *

-0.3

~-0.4+
-0.5 *

-----.-------------.----.---.----.----.----------

_ 1 3 5 7 9 11 13 15 17 19

>... S EQU ENC E

' ' Fgure 4.S ResidLU;lS V. T1ime Sequeince
. ,, ,. (Moderatc Density MIOS)

. D. DATA I.NSFRMAI IONS

7' It i stan1dard practice in rcgrcsIin anah~si to consider varianice stabilli/ing

. .. parlinxtel cstima~tcd by prprIa dara lPel' 4: pp. 2106-2401]. Such a tr'risformnatioll

-0.4.6
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is considc-d because proportional type data typically do not have a uniform variance;

the estimated variance of the data is dependent on the rate itself'. lowever. these

transornxation, are not used when the value of the estimated rates are in the rane

1, 3 -0.7 ). In this range, the most common variance stabilizing transformations are
nearly !inear, and the dependence of' the sample variance on the estimated r ,te is

minimal. In the graph at Figure .4.3. we see no evidence which warrants a variance

stabilizing transfbrmation of our data. The overall model without transformation is

believed best suited to the needs of our intended user.

E. A DE.IC)NS1RIATION OF MOI)E USE

We have shon in Chapter III that, "iven our model is correct, a prediction of Y

at Ns a'i en by:

" = bN t4.21
AC

with variance -7iven bv:

v(Y 0 ) = No , (X'X) 1 X() a-. {4,,)

Usin,, the error mean square term as our best estimate of a-, we can construct a 90(')

confidence interval for the true mean value of Y at N0 as follows:

Y0 ( ) 1.771( s )( X 0 ' ( X'X )I X 0 )12 (24)

where s represents the square root of error mean squ.Lre.

To demonstrate the use of this model, we have arbitrarily selected MOS 1111 for
the purpose of conducting sensitivity analysis. The value of- the R 2 statistic when the %

overall model was fitted is .7283, and the variables Q[RSQ. SRI, and REAL are

signilicant at the .15 level of acceptance. Analysis of the residuals reveals no

signiflcant departure from normality.

To pcrlbrm our analysis, ve again resort to the SAS statistical software package.

The ( XNX )-I matrix, the estimated regression coellicienits and the error mean sqiLariec.
calculated using PROC RIEG, were printed to an output file. The computational

formIulas shown in Cuations 4.2, 4.3, and .\1.4 were added to this file, and it was

47 .*
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* ~~~~Oretiared as aninpu fileC to the SAS lPROC NIX\TI O rtIne Cc~e of tCSn~
Lies and outpt ics In\O(I%-Cd in this procedureI- are at.\pndx.

The 7 dimnnsIonal vector of' values onl the independent variables at whicli we

wish to 'predict an Outcome flor the dependent v-ariable Y is represented by X0. LeCt US

hv;pothesize an X, value of' (., 2, -4, 0). 0.4, 0).25, 3.(,). where the first position of- the
vectr isreserv-ed J'r the un1ity 1 11-1tiplhr of the itrettr n h eunn

v-altiles represent outcomeCs on the ineedn ariables Q" rR, QTIRSQ, SIM. RACE.

DElI, and REAL respectiv-ely. The 90%' confidence Interval on the true meIan va1lue Of

Y at X) are shown on the first ine at Table 4. The 90' confidence interal on].1 the

true mean v-alue of Y at X0) when the hVpotlesiAcd va1lue Of' SRII is chanCd to levels 1.
2.an, ar., sho vn onl i'nes 2, 3.and -4 of T-ate 4I respectiv-el%'.

TABLE 5
SESTIiT ANALYSIS FOR NIOS 111-1

-~SRB Level .90 LB YO .90 UB s.e.(Predict)

0 .301 .426 .551 .0707

1 .376 .475 .574 .0561

2 .433 .524 .615 .0511

3 .469 .573 .677 .0585

in the results stlrnmari/ed at Table 4, we observe two phenomena. First, and as

expected, the value Of' Y() increases at a stead., rate of' .0-49 with each unit incrcaic InI
SRB3 levecl (.0149 is the value of b O* Second, and more Importantly however, note the

behavior of' the stanwdard error of the prediction ( s.c. (Predict) - the sqfuare root: 0' ou,11

\ )term) It decreases throu1.11h S RB levecl 2 and increases thercal her. 'I II, helix, 10 j o

IS the result ef our niovine, closer to the center of' the sample data space. As we iiiov

fkLirther fr-om the cent-er of' the saimple dat spa);c.. reliance onl a pI ii eT1 C"il te IC 111C

response v ariable is nrasnl dangerous. if' we, attecmpt to extrap-olate he\ wid our
sampe dta pace wecanhave very little confice in the val id tv of' our p~on

I-red iction !Ref. 4: p. SJ.
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We note also that the widths of the 90t'o confidence intervals defined ab ove can

be approxima'ely represented as YOi ( + - ) 10. When MOS for which the overall

model provided a better fit were considered (such as MOS 03B), these confldence
A

intervals were more nearly approximated by Y ( + - ) 3,.

It is not a simple matter to measure 6 dimensional data spaces. For our uses

however, it is a simple enough matter to ensure that any sensitivity analysis conducted

with respect to any particular independent variable, or combination of independent

variables, remains in the range of values defined by the sample data space for thosc

variables. In general, when the the independent variables are unrelated, the hulk Cfthe

potential problems associated with prediction are avoided if the sensitivity analysis is

conducted within the individual value ranges of the independent variables.

We must be particularly careful when the estimated coellicient of any carrier

variable, such as SRB is interpreted as the effect of varying the levl of the associated

variable while the other values are unchanged. Even when that variable is unrelated to

it's costock, the range of values for which such an interpretation is valid, as described

by the sample data space, should be respected. This is best shown by example.

At Appendix E, we have exanined the model parameter estimates f'r YIOS 6B.

We note that the coefficient for carrier variable SRII is estimated as .30-. This

estimate is based on a sample data range of (0, 1) for the variable SRB. Clearly, it is

not reasonable to use this estimate as an effectiveness coeflicient at SRB levels 2, 3 or

higher (implving a 60;,. 90", or higher increase in retention rate o-ver the S RB level ()

rate). Alternatives for prediction and comparison when we wish to extrapolate beyond

our data space are described in the next section.

1. ALTERNATE MODELLING SIRATLG I-ES

In de eloping the overall model, we considered a data base representing 24 high

density MOS, which were anthori/ed as of 30 September 1 9S5, and for which an acti'e

SRB history existed during our period of analysis. We then fit the proposed overall

model to 50 moderate density MOS with active SRB histories to veri\ our modefling

assumptions. Based oi our preceding analysis, we propose that the overall model 1 e

extendcd for ceneral use in explaiaing the variation in zo ne A retention beha vior oIar all

,I ()S. We acknowledgc hovcver, that as the density associated with an \l()S

decreacs. so does our ability to maintain small confidence intervals about our

paraimeter and prediction estinates. As stated earlier, this is a consequL'en1ce of,
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including the additional imprecision arssociated wNith our meIasuremenC1t Of' Y in thle crr-or

terin V. I!-, in our C~amlnation of* residals however, wve find no reason to discounit our

niOdC11h11Z aSSumpIItions. and no intuttive reason exists to discounlt these 111[u ios,

thenr there is; no reason to believe a better model exists.

1:1 ile evenlt that thle Model SLiI'lrs unrossly from lack of' fit, or other falctors c.\ist

whiich cast doubt on the applicabiliy of' the model to a particular NIOS. usc of' this

m'vodel in a predictive procedure- For that N lOS IS not adVised. 'Ihi 'tti o ms

likely to occur in fitting the model to data associated with very low denit. ikl

technical MIOS. In such a case, it is advisable to construct and mntini an %I(C)S

speci ic predlictive model. Any ine-IScomparison of' the estimated cocfl'icicnts of'

like carrier variables should nlot Include these unk1(LI tic seciaties.

Suggestions fo r using the developed ove ral m nodel under ext ra ordi1!"1rV

c~rcUratstaac1_s follow.

1 . A ~cbg~ zr.11[0S

Typicafllv when a nem NIOS Is Introduced, personnel ai e reclassified from)

some other spcialtv, which is in turn reduced in site or eliminated. A, pseudo-11istoric:

,J a base for the new 7s1OS can thenl he crecated hv includine the record,, Of, tile

inidividual reenilistment decisions and S RB histories applicable to soldiers inI thle losline-
I OS.

2. MoXldelling a Low Densiit A/OS

When the sample sizes involved in a very low deiisitv, NIOS are so Small that

- acceptibef relialei estimates of' thle regression paramecters cainnot be attained, hut the

miodel is elieved adequate, then it is recomniended thait the estima ted coeficiuts of' a

like MIOS, (for which an adequate sample site is available, bie used inI retention rareQ

prediiction. '1hls alterna u xc is sugizested In pref'rence t0oupn hs low dni'

NIOS For two reasons. First, an explicit dcision is made by the SRII prog-ram

manacr, as to which NIOS can best represent the NI10S of concern inI retention rate

projection. With thle group method, we avera-c thle eflects of' several MIOS. It is

*intuitiIve that our results with a singfle most similar NI ( )S Should beC Ihet r. Scon01d, We

need not develop imaginative ways to group NIOS un11iue 'lic.tors. suchi as SP,13 level,

3. LErrapolauing- B3cvol 1ic Saonpl' Daa 'Spa( c.

If the extrapolatioii is riot too distnt froml thle sar[Ip hdtat qspace and1 does

not involve extrapolating the SRB level. theni it Is tctmcjld it w\C 11e, thle



develIOPed MOdel Without InodMIfcation. makisng clear our concern over the increasinoI-

danger ol using a point prediction. If the extrapolation does involve the S1 Rhl variable,

or the extrapolation is far beyond the data. space dcscribed by ur available data inl any%

dIimson. then Selection of a like NIOS. with a data. space accommodating our needs.

is recomnended for uISe i analysis.



V. CONCLUSIONS AND RECOMNIENDATIONS

In this thesis, the proi~em of' developinig a piedictive model which explainis tlie

varlatieni in zone A enlisted re tentioni rates at th I OS level is Formulated and ')ivedI

using stepwise and ordlinary, least squares linear regzression analysis. Inasmiuch as the

princile uISe Of this mode-'l Will be inI the mIaaceMent of' the SRB1 program, S RB level

- .~was ini1til lv icludedl a-S a candidate cairrier variab-le. 'Iw other catcuories of candidatc

carrer variables xere also included. The cud~'~iSvariables represent a demograpl-ic

pre rile of an cei,-ble reenilistimt population. Thie eA!rwsvariables represent the

a iterniatc career epp'orto nities as perceived b,-)% the reenlistment decision-maker. II"

ft...- a''Lrr:;( r"rcant~ at iinpro ''emen III \'Cr ea)rlier efl'orts to ol'.e 11)11
1: prblm C n I t, 1, at a capability. to incJulud a lernouraphic profle of' thle h e

!-eculacioris xas niot previously availale to the analyst.

- *To allow for the inter-NIOS conmparlisoni of' the estimated. reeression coellic*Cen's

- a~~~-ss;cit wit th Bvrale, an overall projection m1od,1 a pplica~hile to all NiOS.

was developed. We selczed 24 high density NIOS, wvhich had active S RB hist ones InI

our samnple perio0d, to inIclde InI our 11iitial aalsis. St epwise multiple linecar rce essio

anaixsiIs was uIsed to find a best overall exrlanatorv model, which could be used, to

p-rojecct retention at the NIOS level. The proposed overall model Follows:

Y1 Ix 1~ -4 P (5. 1)

Y retention rate

N =SRB lxvel

X,= fINcal lJuarter

re- -presenti ng the race erfl pfal pti)la ionI
X rate representil ic the dependent profileci oan eliiiile populatin

X- rate represeliting -the real cham-cIje i a oldier's, pay ilirouni' timei

=crio)r C onen1C~t With a',.stinicd distributionl V 1). a'

InI I V Ll a er oci the parameters to he est- I;iatecd.



WXe note that the X, variable is Included to accourit for the eff'ects of the

observed seasonUlal behlavior in tile retention rate. We note also that no variable Is

incLluded 1 nli proposed overall Model which accounItS '*or the eflects of' promotionl

prnocranl rla nauC rienlt.

Pe rso nnelI inventorv manauers at N I 1LIT RCLN view the Army. promotion01

pi-ogramn as a force alignnment tool inl the samec way that accession and reclassification

programs are viewved. Promotion opportunity to gradecs 1 15 and F6 are lniaaed at tile

NIOS level w ith the intcntion of providing incentives or disincentives) for zone A\

soldilers to reenlist For their entry NMOS. Inl not including ani independen t variable inl

our proposed overall model to account for this- mechanim, we miae no cenclu\;onIs Us

to It'IS ctflctIVeneCss. but WCe do c.oniclude that the statiStic provided us to mecasure it S

ell-ect is inade~iuatc for that purposez. 'Il measureI- p~relerred b% thle N1I II CIIN

pro~rain maniagers, promoction etit-off score. was ou l l durn n the period of' oar

aiao sis. WXe recomimnd that anl anly~lsis Sill)uiar to teC o11e deScribed Inl th isrcrt

includingz the promlotion cut-off scores, bec perlormed when a ";ul~ICICIt base Olmhtornc

rcordls are available.

We selected 50) moderate density NIOS. Vwlh 11ad active SIRB histories Inl our

sample pen od, to incldin I Ilour vahidation aasi.Our results From this anal',sis werec

very Cis orable. We. recormend tile prop-osed mnode: for use In piedictine reCtention for

all NIOS withl the followine'- ca eats:

I ("Ire must t aken in extra ipolating beyond the region defled by our sampjle

1 :.: c Oll polit estimates for retention become inresngydgrouIs ats t'e
eei 1to tile V Os decreases.

3 NTn1m the es ae ersinCOef1ICent of' thle S P 11 variable is interpretedl is
the cl:cct o I aIr\ I n L t Fe S RIB leve l wh Ie th leve l of all other fictors remcin

LaTch11inged. tile raeof' values for_ Which that Interpretation Is valid miust be
rcspcteJ.

Vluen the regression coefl'icients cannot he reliably estimated f'rom the a vailable

data, wec reCOMmenCId thle use of' the estimated reuression coelbicuts of a like and more

rcllabv miodeclled MIOS. W\e prefer this alternative to the Method of creatine NI OS

eroups. as haso been done InI pas;t studies, f'or twvo reasons. First, a decision is ewplicitly

niade by the SR B program m uteas to which ~articuhikr MM ISModel canl beCSt

repres ent thec NI OS of' conicern. SecOnld, the p-roblems associated with groLIupn NIOS

ul ne dat. s , I as SR B level. are avoided.
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* The actual estimated regression coeflicients developed for each MOS in our

analysis have not been included in this report. Instead, this analysis has bcci

conducted using only those programming languages and analytic software available to

the DCSPLANS, MILPERCIN, Force Plans Branch. All program code required to

implement the analytic processes described in this report are included as appendices

and referenced as appropriate.

It is recommended that the regression coetlicicnts be estimated on a periodic

basis using the programs and procedures described in Chapter [V of this report. I" it

becomes apparent that the overall model is no longer adequate, either through
examination of the residuals or because some measurcahle factor not included in the

overall model has become critical to the reenlistment decision ( as could occur with a

change to the EPMIS ), then we recommend that a zone A retention model be n',vly

developed following the procedures set forth in Chapter IlI of this study.

',p

54



APPENDIX A

FORTRAN PROGRAIM TO PRODUCE DEMOGRAP~I-C RATES

C ************* VARIABLE DECLARATIONS ************* ** ***

C
INTEGER REUP LEVEL TERM BASOY BAS'M DEPAAFQTTOTREC TOTNIOS QTR

1A B C TIS Z 0 P RE T0T(b' 250 20) 'RA(,EY ( 2 20 20o) DEM5 (?;2020
1SNX' ( S250 H CIVEQY ( 50 25l) AFQTY(5, 50' 0 ~EpY5202)

N~~~ 1TERMY( 2 02 )OTHER( 5,20):REUPO(Q52 ),ECAiEY, ATEIM

,REAL REUPR(5 253 20) RACER(5 250 2p0 EP 20 ).

c SE:(R(5-,250,20),C 1VE0:'5, 250 -O),AFQ A(5,250,20),i E~l R(5,250,20)

C CHARACTER*! PM'-CS*3,RACE,MARST,SEX ,CI VED, TC-T>"OS(250)*2

C
TOTREC =0

C
Q****W*******READ MOS TARGETS

C
DO 5 1 1 250

READ( 5,101,END=9) TGTMOS(I)-
5 CONTINUE
C101 FORMAT(A3)

C
9 TOTMOS = I-I

C
C

DO 10 A=l15
DO 11 3=l 250

DO 12 C=l 20
RECTOT( A,B C)=0
DEPY (A,Q3
SEXY~ A BC )=0
CIVE Y 'A.BC)0O
AFQTY( B, ) =0
REUPY( ABC )=0
TERMY( AB C )=0
OTHERC
REUPO( A,C )=

C

SEPR~A
CIVR AB C)=0 0
AF d=0.0

REUPR(A,BC )=0.0
12 ONTNUETERMR(A, B,C )=0.0

12 CONTINUE
10 C0TINUE

C
C*******4 * READ EACH RECORD (APPROX 481K) ****************

C
15 READ(11 102,END=19 POS,REUPI-EV-L TERMBASDY,BASDM,EDATEY,

1FDAT M AAr NIARST, riEP,SEX CIVIO AFQI
102 FOR,'1'AT(A3,3t1 ,4I2,2A1 ,I1,2iA1 I2~



4C

C
TOTREC TOTREC + 1

C
C

* C*****************ESTABLISH TIS ********************

C
C

TIc EAE*2+EAE)-(AD*2+BSM

IF(TIS. LT. 21) THEN

ELSE IF(TIS. LT. 72) THEN
Z2o

ELSE IF(TIS. LT. 120) THEN
Z=3

ELSE IF(TIS. LT. 168) THEN
Z=4

ELSE
Z=5

END IF
C

C ~ ~ ~ ~ ESTABLISH QUARTER*******************

C

C FQRL. R QTR.GT.20) GO TO 15

D0 20 3=1 TOTMOS
IF(PMO. NE. TGTMOS(J)) THEN~* ~.GO TO 20
ELSE

RECTOT Z JTR)_= RECTOT(Z MJTR) + 1
TERMY( Z ,o? ~R) -TERMY(Z,JQtR + TERM

ENOIF
C
C

I F(RACE. NE. 'C' ) THEN
RAC EV(Z J QTR) RACEY( Z, J, QTR) + I

C OTHER CODES CM YELLOW)N,R(AMER IND) X ,Z (UNK).
ENDIF

C
IF( DEP. GE. 2) THEN
DE Y Z,J,QIR) = DEPY(Z,J,QTR) + 1

C
IF( SEX. EQ. 'F' ) TH EN
SEXY(Z,J,QTR) = SEXY(Z,J,QTR) + 1
ENDIF

C
IF,(CIVED.GT.D '0)=THEN
CI V DY(Z,J,QTR) CIVEDY(Z,J, QTR)+ 1

C OTHER CODES:O,1,2,3,4,5,6,7,8,A,B,C,U,//E.. . W,Y(NO Z).
ENOIF

C
IF AFT. LT 501 THEN

C BRPTS:4 16-_3):0 4) , 3t -A 4'
BKT:EN IF 14)- 5-) 6-2)19-9

C
IF(REUP. EQ. 1 )THEN
REIJPY(Z,J,QT RUY(Z,J,QTR) + 1

C ENDIF

56P



GO TO 15
20 CONTINUE

C
C

IF( TR.LT.1 .OR. QTR.GT.20) GO TO 15
HRCZ , QTR} OTHER(Z ,QT) + 1

IF(REUP EQ1 HEN
REUPb( L ,QiR) = REUPO(Z,QTR) + 1

c ENOIF

GO TO 15
C
C************* DIVIDE TO GET RATES
C

19 00 30 L =1,5
0O 40 M = 1,TOTMOS .A

DO 50 N = 1,20
IF(RECTOT(L MN 1 LoT1 GO TQ 50
RACER(L,M, N3 FOT RACEY( L,M N)) )/(FLOATCRECTOT(LM N ))
DEPR( LM,N) =(LOAT(DEPY( L,M,N3)) ( FLOAT( R ECTOT (L,,M
SEXP L M N) = (FLOAT(SEXY (L M N)))/(FLOAT( ECTOT (L M N)))
CIVEDR(L;M' ,N) ~(FLOAT( CIVEMYL,MN) ) /(FLOAT(.RECT6T(L,MN )) .
AF TR L,M,1N) =(LOAT(AFQTY( L, N 1  FLOAT( RCTOT( LN N)
RE UPR RKM N) (FLOAT( REUPY( L,M,N) )' FLOAT( RECTr I L N;MN)))
IFRE PY( LMN. LT. 1) REUPY( L,M,N) =00000

IFREP~L1 FLOAT( TERMY L.M,N 9 A/(FLOAT(REUPY(L,M,N)))TE Hr( , AN)EQ.b10 0000) EUPY( N) -50 CONTIUPY(L
50 CONTINU~
3 0 CONTINUE

C
C ~ ~ OUTPUT **

C
DO 60 0=1 TOTMOS

WIRITE(13,514) (REUPY(2,O,P),P=1,20)
60 CONTINUE

DO 61 0=1 TOTMOS
61 CO TEi35 (REUPR(3,O,P),P=1,20)

C
00 62 0=. TOTMOS

'.RITE(13,514) (RACEY(2,O,P),P=1,20)
62 CONiYINU E

DO 63 0=1 TOTMOS
63 COTINE351 (RACER(3,O,P),P=1,20)

C3CNIU
C

00 64 0=1 TOTMOS
WRITE(354 (DEPY(2,O,P),P=1,20)

64 CNIU
DO 65 0=1 TOTMOS

65 WRITE(13,513) (DEPR(3,O,P),P=1,20)

C
C

00 660=1 OT57



006,80=1 TOTMOS
WRITE' 13,514)(IEY20P,=,0

68 CONTINUE' 4)(IEYOPP120
DO 69 0=1 TOTMOS

WRITE(13,513) (CIVEOR(3,0,P),P=1,20)
69 CONTINUE

c.

D0 70 0=11 TOTMOS
WRITE(i3,514) (AFQTY(2,O,P),P=1,20)

70 CONTINUE
0O 71 0=1 TOTMOS

WR ITE(13,513) AQR30P,=,0
71 CONTINUE~* AQR3OP,=,0

C
C

00 72 0=1 TOTMOS
WRITE(i3,514) (TERMY(2,O,P),P=1,20)

72 CONTINUE
00 73 0=1 TOTMOS

WRITE:(13,513) (TERMR(3,O,P),P=1,20)
73 CONTINUE

C

00 74 0=1 TOTMOS
WRITE(13,514) (RECTOT(2,O,P),P=1,20)

74 CONTINUE
00 75 0=1 TOTMOS

VflITE( 13,514) (RECTOT(3 ,O,P) ,P-1 ,20)
75 CONTINUE

C
C

00 76 0=1 5
76 RCO TINE 13,514) (OTHER(O,P),P=1,20)

C
00 77 0=1 5

WRITE(13,514) (REUPO(O,P),P=1,20)
77 CONTINUE

C
C

C ***************FORMATS

C
513 FORMAT(20( F5.3 1X))
514 FORMAT (20( 15,1A))

STOP
END
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APPENDIX B

CORRELATION MATRIX

REUP SRB RACE DEP SEX EDUCATE AFQT

REUP 1.00000 0.40106 0.34487 0.24321 0.23577 -0.16155 0.19732,

SRB 0.40106 1.00000 -0.16719 0.07366 -0.19467 -0.00109 -0.11239

RACE 0.34487 -0.16719 1.00000 -0.10544 0.52904 0.00509 0.55851

DEP 0.24321 0.07366 -0.10544 1.00000 -0.19403 0.01703 0.01983

SEX 0.23577 -0.19467 0.52904 -0.19403 1.00000 0.25536 0.0072

EDUCATE -0.16155 -0.00109 0.00509 0.01708 0.25536 1.00000 -0.33314

AFQT 0.19732 -0.11239 0.55851 0.01983 0.00782 -0.33314 1.00000

ESTEST2 0.01142 0.35953 -0.21260 -0. 06718 -0.27534 -0.12471 -0. 15466

E6TEST2 -0.08781 0.30615 -0.29116 0.12697 -0.51307 -0.11160 -0.13333

QTR -0. 32714 -0. 06137 -0. 01095 -0. 29468 -0. 02192 0. 21847 0. 00070

UNEMPLY 0. 17660 -0. 21680 0. 12927 -0. 09619 0. 07544 -0. 61271 0. 17733
REAL 0. 25425 -0. 10198 0. 14387 -0. 10925 0.05044 -0. 24003 0. 06349

E5TEST2 E6TEST2 QTR UNEMPLY REAL

REUP 0.01142 -0.08781 -0.32714 0.17660 0.25425

SRB 0.35958 0.30615 -0.06137 -0.21680 -0.10198

RACE -0. 21260 -0. 29116 -0.01095 0. 12927 0. 14387

DEP -0.06718 0. 12697 -0.29468 -0. 09619 -0.10925
SEX -0.27534 -0.51307 -0.02192 0.07544 0.05044

EDUCATE -0.12471 -0.11160 0.21847 -0.61271 -0.24003

AFQT -0. 16466 -0.13838 0. 00070 0. 17733 0. 06349

E5TEST2 1.00000 0.12996 -0.00004 -0.00011 -0.00010

E6TEST2 0. 12996 1.00000 0.00005 -0. 00007 -0. 00008

QTR -0.00004 0.00005 1.00000 -0.02815 0.00000

UNEMPLY -0.00011 -0.00007 -0.02815 1.00000 0.62229

REAL -0.00010 -0.00008 0.00000 0.62229 1.00000
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APPENDIX C

SAMPLE INPUT FILE - SAS PROC STEPWISE

------------------------------- MOS=63B------------------------------

OBS REUP SRB RACE DEP

1 0. 565200 1 0. 315900 o. 204300
2 0. 464800 0 0. 344600 0. 207600
3 0. 356500 0 0. 325200 0. 16190
4 0. 286700 0 0. 359400 0. 165000
5 0. 382400 0 0. 393200 0. 199190
6 0.680100 0 0.454000 0.211400
7 0.483900 0 0. 388200 0.,33,00
8 0. 403200 0 0. 418300 0. 20,600
9 o. 532600 0 0. 433400 0. 245700

!O 0. 5545020 0 0. 397200 0. 2607 0
-; 0. 4 6500 0 0.399600 0. 2104'0

012 . 292900 0 0. 385900 0. 175i00
3 .422500 0 0.399200 0.2460'-

14 0. 523500 0 0. 3 9500 0. 222200
15 0.394400 0 0. 380500 0. 228y00
16 0. 270500 0 0. 384100 0. 209100
17 0. 345300 0 0. 351300 0. 225500
1 0. 312400 0 0. 325300 0. 249500
19 0. 367100 0 0. 384900 0. 170600
20 0. 247700 0 0. 361700 0. 165700

OBS SEX EDUCATE AFQT E5TEST2

1 0. 0377000 0. 782600 0. 636200 0. 1790
2 0. 0392000 0. 797700 0. 674900 0. 2210
3 0.0435000 0.789100 0.650300 0. 1120
4 0. 0350000 0. 888100 0. 664300 -0. 0710
5 0. 0407000 0. 834800 0. 653800 -0. 1250
6 0. 0368000 0. 829000 0. 704000 0. 2030
7 0. 0491000 0. 909100 0. 653600 -0. 3500
8 0. 0354000 0. 862400 0. 666200 -0. 2920
9 0. 0430000 0. 773200 0. 721600 -0. 2170

10 0. 0248000 0. 773800 0. 732400 -0. 3000
11 0.0381000 0.816100 0.683900 -0.4960
12 0. 0505000 0. 851500 0. 643400 -0. 5790
13 0.0988000 0. 829500 0. 676400 -0. 6040
14 0.0885000 0.811700 0.655400 -0.5040
15 0. 0628000 0. 844700 0. 713800 -0. 3960
16 0. 0420000 0. 902300 0. 622700 -0. 2030
17 0. 0659000 0. 924200 0. 592300 -0. 3830
18 0. 0813000 0. 883500 0. 659900 -2. 6380
19 0. 0496000 0. 932500 0. 730200 -1. 3460
20 0. 0395000 0. 952900 0. 597300 -1. 2960

=400

'I"q
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OBS E6TEST2 QTR UNEMPLY REAL
-1.1250 1 7.4000 0.80000
-1.5960 2 7.4000 0.80000

3 -1.5290 3 7.4000 0.80000
4 -1.2330 4 8.2000 0.80000
5 -1.0130 1 8.8000 9.30000
6 -0.9500 2 9.5000 9.30000
7 -1. 0830 3 9. 9000 9. 30000
8 -1.2880 4 10.6000 9.30000
9 -1.4250 1 10.4000 1.10000

10 -1.4250 2 10.1000 i.10000
11 -1.3670 3 9.3000 1.10000
12 -0.6080 4 8.5000 1. 10000
13 -0.7540 1 7.9000 -0.20000
14 -0.6380 2 7.5000 -0.20000
15 -0.6290 3 7.4000 -0.20000
16 -0.7420 4 7.2000 -0.20000
17 0.1500 1 7.3000 0.80000
18 -0.4580 2 7.3000 0.80000
19 -0.3790 3 7.2000 0.80000
20 -0.3830 4 7.0000 0.80000

g,.
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APPENDIX D

SANIPLE OUTPUI' 'LE - SAS PROC SI'EP\\'ISE

MOS=63B

STEPWISE REGRESSION PROCEDURE FOR DEPENDENT VARIABLE REUP
STEP 1 VARIABLE EDUCATE ENTERED R SQUARE = 0.40205418

-C(P) = 45.63109799

OF SUM OF SQUARES MEAN SQUARE F PRCB>F

REGRESSION 1 0.09995765 0.09995765 12.10 0.0U27
ERROR 13 0.14865970 0.00825887
TOTAL 19 0.24861735

B VALUE STD ERROR TYPE II SS F PROB>F

INTERCEPT 1.52788549
EDUCATE -1.30962992 0.37644450 0.09995765 12.10 0.0027

BOUNDS ON CONDITION NUMBER: 1, 2

STEP 2 VARIABLE REAL ENTERED R SQUARE = 0.54491298

C(P) = 32.90644519

DF SUM OF SQUARES MEAN SQUARE F PROB>F

REGRESSION 2 0.13547482 0.06773741 10.18 0.0012
ERROR 17 0.11314253 0.00665544

" TOTAL 19 0.24861735

B VALUE STD ERROR TYPE II SS F PROB>F

INTERCEPT 1.54759367
EDUCATE -1.36639281 0.33882394 0.10823804 16.26 0.0009
REAL 0.01207975 0.00522910 0.0355i718 5.34 0.0337

BOUNDS ON CONDITION NUMBER: 1.005287, 8.042296

STEP 3 VARIABLE QTRSQ ENTERED R SQUARE = 0.64745038

C(P) = 24.33777424

DF SUM OF SQUARES MEAN SQUARE F PROB>F

REGRESSION 3 0.16096740 0.05365580 9.79 0.0007
ERROR 16 0.08764995 0.00547812
TOTAL 19 0.24861735

B VALUE STD ERROR TYPE II SS F PROB>F

INTERCEPT 1.27877948
EDUCATE -0.98469643 0.35468525 0.04222311 7.71 0.0135
OTRSQ -0.00725385 0.00336262 0.02549258 4.65 0.0465
REAL 0.01165255 0.00474824 0.03299198 6.02 U.0260

BOUNDS ON CONDITION NUMBER: 1.338361, 22.06034
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STEP 4 VARIABLE RACE ENTERED R SQUARE 20.69900259

C(P) = 21.02421694

OF SUM OF SQUARES MEAN SQUARE F PROB>F

REGRESSION 4 0. 17378417 0. 04344604 8.71 0. 0003
ERRCR 15 0.07483318 0.00498888
TOTAL 19 0.24861735

B VALUE STD ERROR TYPE II SS F PROB>F

INTERCEPT 0. 88054612
RACE 0.83180763 0.51896133 0. 01281677 2.57 0. 193
EDUCATE -0. 87244692 0. 34564568 0. 03178474 6.37 0. 0234
QTRSQ -0. 00776269 0. 00322462 0. 02891151 5.80 . 0294
REAL 0. 00758029 0. 00519492 0. 01062225 2.13 O. 1651

BOUNDS ON CONDITION NUMBER: 1.395655, 43. 2307

STEP 5 VARIABLE REAL REMOVED R SQUARE = 0.65627728

C(P) = 23.42797351

OF SUM OF SQUARES MEAN SQUARE F ,r "F

REGESSiCN 3 O. 16316192 0.05433731 10.18 0. 0005
ERRR 16 0. 08545543 0. 00534086
TOTAL 19 0.24361735

B VALUE STD ERROR TYPE II SS F P 1OB>F-.

INTERCEPT 0. 68753424
RACE 1. 20215572 0. 46836293 0. 03518650 6.59 0. 0207
EDUCATE -0. 78645354 0. 35239792 0. 02660107 4.98 0. 0403
QTRSQ -0. 00815958 0. 00332457 0. 03217236 6.02 0. 0259

BOUNDS ON CONDITION NUMBER: 1. 355083, 22.25706

STEP 6 VARIABLE SRB ENTERED R SQUARE = 0.74588024

C(P) = 16.19247340

OF SUM OF SQUARES MEAN SQUARE F PROO>F

REGRESSiON 4 0. 18543877 0. 04635969 11.01 0. 0002
ERROR 15 0.06317858 0.00421191
TOTAL 19 0. 24861735

B VALUE STD ERROR TYPE II SS F PROB>F

INTERCEPT 0. 30239640
SRB 0. 18328386 0. 07969602 0. 02227685 5.29 0. 0362
RACE 1.71637743 0.47221401 0. 05564504 13.21 0. 0024
EOUCATE -0. 58192906 0. 32533230 0. 01347610 3.20 0. 0939
QTRSQ -0. 00726620 0. 00297778 0. 02507839 5.95 0. 0276

BOUNDS ON CONDITION NUMBER: 1. 464518, 44. 55447
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STEP 7 VARIABLE QTR ENTERED R SQUARE = 0.88534414

C(P) = 3.81773702

OF SUM OF SQUARES MEAN SQUARE F PROB>F

REGRESSION 5 0.22011191 0.04402238 21.62 0.0001
ERRCR 14 0.02850544 0.00203610
TOTAL 19 0.24851735

B VALUE STD ERROR TYPE II SS F PROB>F
TNTERCEPT -0.27080045
SRE 0.27969908 0.06013548 0.04404739 21.63 0.0004
RACE 2. n040 97646 0.33761270 0.07441116 36.55 0.0001

... -0.34220227 0.23353805 0.00437170 2. 15 0.149
QTR 0.23163421 0.05614352 0.03467315 17.03 U. 00o0
ITRSQ -0.05231981 0.01111232 0.04513596 22. 17 0. 0U03

SCUNDS ON CONDITION NUMBER: 39. 11734, 824.5S04

STEP 8 VARIABLE EDUCATE REMOVED R SQUARE = 0.86776010
C(P) = 3.63014335

CF SUM OF SQUARES MEAN SQUARE F 0C2nF

R007SSIJN 4 0.21574022 0.05393505 24.61 0.000
ERROR 15 0.03287713 0.00219181
TOTAL 19 0.24861735

B VALUE STD ERROR TYPE II SS F FROL>F

INTERCEPT -0.62921701
SOB 0.30971234 0.05866171 0.06109564 27.87 0.0001
RCE 2. i847253 0.33517003 0.09312487 42.49 0.0001

0.25214804 0.05641976 0.04377755 19.97 0.0005
0TRSQ -0.05759786 0.01090687 0.06112444 27.89 0.0001

BO'JWDS ON CONDITION NUMBER: 36.30779, 592.6314

STEP 9 VARIABLE ESTEST2 ENTERED R SQUARE = 0.91278288

C(P) = 0.98958872

DF SUM OF SQUARES MEAN SQUARE F PROB>F

REGRESSION 5 0.22693366 0.04538673 29.30 0.0001
E300R 14 0.02168369 0.00154883
TOTAL 19 0.24861735

B VALUE STD ERROR TYPE II SS F PROB>F

INTERCEPT -0.51081673
SRB 0.26583755 0.05194297 0.04056805 26.19 0. 0002
RACE 1.90943944 0.29978309 0.06283515 40.57 0. 0o0l
ESTEST2 0.03974190 0.01478323 0.01119344 7.23 0.0177
OTR 0.25877750 0.04749181 0.04598548 29.69 0.0001
QTRSQ -0.05890404 0.00918143 0.06374917 41.16 0. 0001

BOUNDS ON CONDITION NUMBER: 36. 40594, 758. 1488
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STEP 10 VARIABLE UNEMPLY ENTERED R SQUARE 0.92644337
C(P) = 1.58106751

DF SUM OF SQUARES MEAN SQUARE F PROB>F

REGR'1SSION 6 0.23033114 0.03838852 27.29 0.0001
ERROR 13 0.01828621 0.00140663
TOTAL 19 0.24861735

B VALUE STD ERROR TYPE II SS F PROB>F

INTERCEPT -0.49008893
SRB 0.25534625 0.04995923 0.03674582 26,12 0. 0002
RACE 1.52242447 0.37898701 0.02269882 16.14 0. 0015
E5TEST2 0.03637129 0.01425421 0.00915823 6.51 0.0241 ,
OTR 0.25377900 0.04537328 0.04400392 31.28 0. 0001
TRS -0.05800326 0.00876897 0.06154427 43.75 0. 0001

ONEM LY 0.01577333 0.01014923 0.00339748 2.42 0. 1442

BOUNDS ON CONDITION NUMBER: 36.58979, 952.6237

NO OTHER VARIABLES MET THE 0.1500 SIGNIFICANCE LEVEL FOR ENTRY

SUMMARY OF STEPWISE REGRESSION PROCEDURE FOR DEPENDENT VARIABLE REUP

VARIABLE NUMBER PARTIAL MODEL
STEP ENTERED REMOVED IN R"*2 R**2 C(P)

1 EDUCATE 1 0.4021 0.4021 45.6311

2 REAL 2 0.1429 0.5449 32.9064
3 TRQ3 0. 1025 0. 6475 24. 3378

4RACE 4 0.0516 0.6990 21.0242
5 REAL 3 0. 0427 0. 6563 23. 4230
6 SRB 4 0.0896 0.7459 16.1925
7 QTR 5 0.1395 0.8853 3.8177
8 EDUCATE 4 0.0176 0.8678 3.6301
9 ESTEST2 5 0.0450 0.9128 0.9896

10 UNEMPLY 6 0.0137 0.9264 1.5811

VARIABLE
STEP ENTERED REMOVED F PROB>F

1 EDUCATE 12. 1031 0.0027
2 REAL S. 3366 0. 0337
3 QTRSQ 4.6535 0.0465
4 ACE 2.5691 0. 1298
5 REAL 2. 1292 0. 1651
6 SRB 5.2890 0.0362
7 QTR 17.0292 0.0010
8 EDUCATE 2.1471 0.1649
9 E5TEST2 7.2270 0.0177

10 UNEMPLY 2.4153 0.1442
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APPENDIX E

SAMPLE OUTPUT FILE - SAS PROC REG

DEP VARIABLE: REUP
ANALYSIS OF VARIANCE

SUM OF MEAN
SOURCE DF SQUARES SQUARE F VALUE PROB>F
MODEL 6 0.21740661 0.03623444 15.092 0.0001
ERROR 13 0.03121074 0.002400826
C TOTAL 19 0.24861735

RCOOT MSE 0. 04899822 R-SQUARE 0.8745
DEP MEAN 0.41544 ADJ R-SQ 0.8165C.V. 11.7943

PARAMETER ESTIMATES

PARAMETER STANDARD T FOR HO:
VARIABLE DF ESTIMATE ERROR PARAMETER=O PROB > ITI
INTERCEP 1 -0.59285005 0.18763783 -3.160 0.0075
QTR 1 0.24775924 0.05948661 4.165 0.0011
-:2RSQ 1 -0.05638160 0.01178244 -4.785 0.0004

1 0.30434495 0.06217371 4.895 0.0003R1CE 1 2.00096212 0.41845916 4.782 0.0004
1EP 1 0.13621363 0.50887958 0.268 0.7932

REAL 1 0.002993859 0.003637893 0.823 0.4254

PREDICT STO ERR LOWER95% UPPER95% LOWER95S
CES ACTUAL VALUE PREDICT MEAN MEAN PREDiCT

1 0.5652 0.5652 0.0490 0.4593 0.6711 U.J1552 0.4643 0.3973 0.0215 0.3509 0.4438 0.227
3 0.3565 0.3182 0.0304 0.2526 0.3837 0.19204 0.2867 0.2401 0.0237 0.1839 0.2913 0.1225
5 0.3824 0.4503 0.0356 0.3734 0.5272 0. 3124
6 0.6801 0.6422 0.0339 0.5689 0.7155 0.5135
7 0.4889 0.4794 0.0327 0.4087 0.5501 0.35218 0.4033 0.3884 0.0322 0.3187 0.4580 0.26i79 0.5326 0.5085 0.0306 0.4424 0.5746 0.3837

10 0.5545 0.5107 0.0246 0.4575 0.5639 0.392211 0.4165 0.4745 0.0202 0.4309 0.5182 0.360012 0.2939 0.2955 0.0225 0.2469 0.3441 0.1790
13 0.4225 0.4302 0.0267 0.3726 0.4878 0.3097
14 0.5225 0.4982 0.0212 0.4524 0.5440 0.3629
15 0. 3944 0. 4349 0. 0210 0. 3396 0.4802 0. 3197
16 0.2705 0.2925 0.0265 0.2353 0.3497 0.1722
17 0.3453 0.3346 0.027 0.2726 0.3965 0.2119
18 0.3124 0.3644 0.0325 0.2943 0.4346 0.2375
19 0.3671 0.4388 0.0273 0.3798 0.4978 0.3176
20 0.2477 0.24,'8 0.0234 0.1941 0.2954 0.1274
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UPPER95% STD ERR STUDENT
CBS PREDICT RESIDUAL RESIDUAL RESIDUAL -2-1-0 1 2

2 0. 7149 1. 5E-16 0
2 0.5130 0.0675 0.0440 1.5322**
3 0. 4427 0. 0383 0. 0385 0. 9969
4 0. 3577 0.10466 0.0429 1. 0865 **
5 0.5811 -0.0679 0.0337 -2.0154
6 0. 7710 0.0379 0. 0354 1. 0715 **
7 0. 6067 .0094981 0. 0365 0. 2606
8 0. 5151 0.0149 0.0369 0.4041
9 0. 6333 0. 0241 0. 0383 0. 6294 *

10 0. 6292 0. 0438 0. 0424 1. 0334 **
11 0.5890 -0. 0580 0.0446 -1. 3000 **
12 0. 4120 -. 001592 0. 0435 -0. 0366
13 0. 5507 -.007735 0.0411 -0. 1882
14 0.6135 0.0253 0. 0442 0.5730 *
15 0. 5500 -. 0405 . 0443 -0. 9146
16 0. 4129 -0. 0220 0. 0412 -0. 5344
17 0. 4572 0. 0107 0.0397 0. 2699
18 0. 4914 -0. 0520 0. 0367 -2. 4173 **
19 0.5600 -0. 0717 U. 0407 -1. 7622
20 0.3621 .0029051 0.04.30 0. 0675

COCK' S

1
2 0.00
3 0. C3
4 0.031
5 0. 650
6 0.151
7 0.023
8 0. 013
9 0.036

10 0. 052
11 o. C ,i9
1? O. 001)
13 0 02
14 U. 0 1
15 0. b 7
16 0. L17
17 O. 05
18 0. 2 5
19 0 .,5 0
20 0. 00)

SUM OF RESIDUALS 2. 49800E-16
SUM OF SQUARED RESIDUALS 0.03121074
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APPENDIX F

SAiMIPLE INPUT / OUTPUT FILES - SAS PROC'MATRIX

~~~~~ ~~~INPUT *****************

X'XINV COL1 COL2 COL3 COL4
COL5 COL6 COL7

ROWI 5.9325 -1. 91717 0:301021 0. 114193
-1. 67589 -16.3181 -0.0252033

ROW2 -2.91717 1.37198 -0.258016 -0.0292765
0.0739555 2. 35476 0.00429438

ROW3 0.301021 -0.258016 0.0509633 0.00705693
-0. 0205588 -0. 219774 -. 000129725

ROW4 0.114193 -0.0292765 0.00705693 0.10918
-0.407743 -0.585478 0.00624465

ROW5 -1. 67589 0.0739555 -0.0205588 -0.4077437.891 0.288322 -0.115236

ROW6 -16 3181 2. 35476 -0. 219774 -0. 585478
0. 288322 68. 4104 0. 155382

ROW7 -0.0252033 0.00429438 -.000129725 0.00624465
-0. 115236 0. 155382 0.0061736

XO COL1

ROWI I
RO112 2
R013 4
ROW4 0
ROW5 0. 4
ROW6 0. 25
ROW7 3

bI  COLt COL2 COL3 COL4
COL5 COL6 COL7

-0. 104345 0. 13,4 9 -0. 7174r 9 0.0491367
0.32371 0. 383j ;i 0. 1 3

EMS CCLI

ROWI 0.006101(

TCRIT COLI

' ROWI 1.771
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* * * OUTPUT 1 - SRB LEVEL = 0 *

YO COLl

ROW1 0.425821

VAR(YO) COLl

ROWI 0.0050044

CI(LOW) COLl

ROWI 0.300537

CI(HIGH) COL1

ROWI 0.551105

***************** OUTPUT 2 - SRB LEVEL = 1 *

YO COLl

ROWI 0.474958

VAR(YO) COLl

ROW1 0.00314623

CI(LOW) COLl

ROWI 0.37562

CI(HIGH) COLl

ROWI 0.574295

* * * OUTPUT 3 - SRB LEVEL = 2 *

YO COL1

ROWI 0.524094

VAR(YO) COL1

ROWI 0.00262035

CI(LOW) COLI

ROWI 0.433438
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CI(HIGH) COL1

ROW1 0.614751

* * * OUTPUT 4 - SRB LEVEL = 3 *

YO COLI

ROW1 0.573231

VAR(YO) COL1

ROWI 0.00342676

CI(LOW) COLl

ROW1 0.469559

CI(HIGH) COLI

ROWI 0.676903

.- 7
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APPENDIX G

EXTRACT OF SAS V5 PROGRA\%IMIN'G COMDVMANDS USED IN THIS
STUDY

OPTIONS LINESIZE=64
PAGES IZE=6O;

DATA ARRAYl;

MOS S SRB REUP RACE DEP SEX EDUCATE AFQ T TERM E5TESTI E6TEST1
CAD;E5TEST2 E6TEST2 QTR UNEMPLY REAL SEQ YEAR;

(include data arrays)

PROC PRINT
DATA=ARRAYI N UNIFORM;
VAR REUP SRB RACE DEP SEX EDUCATE AFQT E5TEST2 E6TEST2

TR UNEMPLY REAL;

PROC CORR DA'VA=ARRAY1 NOSIMPLc-
VAR REUP SRB RACE DEP Stk EDUCATE AFQT ESTEST2 E6TEST2 1
Q TR UNEMPLY REAL;

PROC PINTP
PROC STEPW SE DATA=ARRAYI1

MODEL REUP = SRS SR *2 RACE DEP SEX EDUCATE AFOT E5TEST1 EGTEST1
E5TEST2 E6TEST2 TERiM QTR QfR*2 SEQ YEAR UNEMPLY REAL
/SLE=.150 5L=. 150;

BY NOS;
PROC REG

DATA=AR RAY 1;
MODEL REUP =QTR QTRSQ SRB RACE DEP REAL /I P R CLM CLI INFLUENCE;
BY NOS;
OUTPUT' OUT=OUT1 P=YHAT1 R=RESID1;

PROC CHART
DATA=OUTI

PROCPLO RESIb1/MIDPOINTS=-.25 TO .25 BY .010;
DATA=OUTIh
PLOT RESIb1*YHAT1I*I RESID1*SEQ='*'/VREF=O;

DATA O1IJTiL
SET bUTI;
IF SEQ=1 THEN DELETE;

DAARiiRESID1;
SET bljT1,
IF SE'0,4 THEN DELETE;__
R4 1:; RESI

DATA 0UT12-
SET bUT1-
IF SEQ=20 THEN DELETE;
Rl2=RES101;

DATA 0UT42-
SET bUT1-
IF SEQ>=17 THEN DELETE;
R42=RELSIDI;

DAT L( E OUTIl OUT12;
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DATA LAG4-
MERtE OUT41 0UT42;

PROC PLOT
DATA= LAG P
PLOT R114~12= 1I / VREF=O HREF=O;

PROC PLOT
DATA=LAG4-
PLOT R41*k42*' / VREFO0 HREF=O;
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